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A B S T R A C T

Estimating the trend in population time series data using growth curve models is a central idea in population
ecology. Several models, mainly governed by differential or difference equations, have been applied to real data
sets to identify general growth pattern and make predictions. In this article, we analyze ecological time series
data by fitting mathematical models governed by fractional differential equations (FDE). The order of the FDE
(α) is used to quantify the evidence of memory in the population processes. The application of FDE is exemplified
by analyzing time series data on two bird species Phalacrocorax carbo (Great cormorant) and Parus bicolor
(Tufted titmouse) and two mammal species Castor canadensis (Beaver) and Ursus americanus (American black
bear) extracted from the global population dynamics database. Five different population growth models were
fitted to these data; density-independent exponential, negative density-dependent logistic and θ-logistic model,
positive density-dependent exponential Allee and strong Allee model. Both ordinary and fractional derivative
representations of these models were fitted to the time series data. Markov chain Monte Carlo (MCMC) method
was used to estimate the model parameters and Akaike information criterion was used to select the best model.
By estimating the return rate for each of the time series, we have shown that populations governed by FDE with a
small value of α (high level of memory) return to the stable equilibrium faster. This demonstrates a synergistic
interplay between memory and stability in natural populations.

1. Introduction

The relationship between per capita growth rate and population
size/density, termed as density dependence, is a central issue in eco-
logical theory and a long debated one in the literature (Turchin, 2003).
It is used to make predictions of natural populations and to analyze
management options in many areas including conservation (Turchin,
2002), pest management (Turchin, 1994), risk assessment (Gerber
et al., 2004) and many others. Several mathematical models are cali-
brated using counts or harvest data and try to extract information about
the deterministic trend in population trajectory (Eberhardt et al., 2008).
Several internal and external effects (mainly physiological and en-
vironmental, repectively) on the biological system have been con-
sidered to develop new models. Recently, many researchers are inter-
ested to investigate the influence of memory on the population
dynamics. This manuscript deals with the analysis of population time
series data by using mathematical models which contain a parameter

quantifying the evidence of memory.
Different studies have found that memory plays important role for

behavioral changes in animals, e.g. cooperation. Chimpanzees are
highly suggestive to share episodic memory and baboons use their
memory of recent interactions to make inferences (Cheney, 2011).
Hence, it is indicative that memory based actions affect several aspects
of population behavior that are directly correlated with population
growth rates. Populations with higher ability to learn from previous
experiences are more likely to have a better survival prospect. So far
our knowledge is concerned, no studies have been done to understand
the growth of natural population based on the abundance data that
takes into account the effect of memory. In this paper, we assume that
the observed population abundance is a function of some memory
based ecological/behavioral characteristics, such as migration, predator
avoidance, mate location, refuge activities etc. We present a new
method to analyze ecological time series data by fitting mathematical
models governed by fractional differential equations (FDE).
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In experiments related to learning and memory are usually con-
sidered as rats, pigeons and some primate species as the study subjects,
but the psychological assessment and corresponding inferences are
generally similar across species or contexts (Healy and Jones, 2002).
Song learning in passerine and imprinting in precocial birds are two
important examples of learning and memory [see reviews in Catchpole
and Slater, 2008; Bolhuis and Honey, 1998]. For example, Godard
(1991)’s experiment showed that male songbirds can even remember
their neighbors from previous years. Repeating the experiment, it was
confirmed that the bird Hooded warblers were able to remember the
position of previous years and responds accordingly. More importantly,
the long term memory effect is closely associated with the breeding
cycle (Godard, 1991), which is an important correlate of growth rate of
the species. There could be many factors related to memory that can
potentially influence the population growth rates.

Memory is an integrated part of living organisms whatever primitive
it is in nature. In biological systems memory is stored as a series of
information gathered during the course of past and present events, in-
ducing an episodic memory (Clayton and Dickinson, 1998) and it
generally helps in making future decisions (Clayton et al., 2001). Stu-
dies on blood feeding mosquitoes (including Aedes aegypti) revealed the
fact that mosquitoes did not feed randomly on host blood, but they used
their prior experience about a host location and a host defensiveness to
select a host to feed on (McCall and Kelly, 2002). Some examples of
memory based actions on a long time scales are: (1) aquatic zoo-
plankton exhibited memory-based phenomenological responses: small
changes in the environment induce morphological defence organs such
as helmet formation and the development of spines through cyclo-
morphosis (Black and Slobodkin, 1987). (2) Optimal foraging, group
hunting, prey refuge, prey switching, anti–predator defence etc. These
fundamental ecological phenomena, distributed over almost all living
species, are examples of memory based actions.

In particular mate choice and foraging are two well studied com-
ponents in behavioral ecology, where memory and learning ability have
been explored significantly. It has been observed that many times fe-
male birds have chosen their mates during breeding season based on the
memories of previous choice. Examples of such evidences are growing
(Catchpole and Slater, 2008). Significance of memory and past ex-
periences have been explicitly considered to analyze the animal
movement data (Dalziel et al., 2008; Smouse et al., 2010). Optimal
foraging theory has enriched the state of the art of memory based be-
havioral ecology in both laboratory and field studies. By incorporating
learning and memory (including error making) in the optimal foraging
framework the models provided a significant improvement in making
accurate predictions of foraging behavior than the previous models
(Stephens and Krebs, 1986). Memory based actions have been sug-
gested as possible explanation for the paradox of enrichment, which
remained a paradox in ecological literature creating several sparkling
discussions (Rana et al., 2013). There are several evidences available
that strengthen the correlations between population dynamics and
memory based actions not only in ecology and epidemiology but in
other disciplines as well e.g. earthquake study (Zheng et al., 2012).

Memory based actions affect several aspects of population behavior
that are directly correlated with population growth rates. Populations
with higher ability to learn from previous experiences are more likely to
have a better survival prospect. To understand the growth dynamics of
populations growth models are fitted to the time series data of popu-
lation abundances. Several deterministic and stochastic models have
been used to describe the population dynamics accurately. In addition,
there are several statistical approaches available to identify the forms of
growth model in time series data but, there is no single test appeared
that outcompetes the others (Fox and Ridsdill-Smith, 1995). Hence,
development of novel modeling approaches to describe the population
dynamics has always been warranted.

If the population has a non-overlapping generation, differential
equations adequately describe the growth over time (Murray, 2002).
Fractional derivatives have been used as a mathematical tool to de-
scribe the memory and the hereditary properties of various materials
and processes (Caputo and Mainardi, 1971). In other words, fractional
dynamic systems, in application, can adequately represent some long-
term memory and non-local effects that are typical for many anomalous
processes (Datsko and Luchko, 2012). Recently, Bolton et al. (2014)
proposed a fractional Gompertz growth model that gave important in-
sights in analyzing the growth of tumour data. The authors used the
data on the volumes of Rhabdomyosarcoma tumors in mice for cali-
bration of the proposed model and found that the fractional order
model gave better fitting than the first order Gompertz model.

In this work we extended some existing growth models to in-
corporate memory by fractional order derivatives. We have chosen
some common growth models which have been used successfully to
detect density dependence in population ecology. Our biological mo-
tivation to develop such extended family was that we assumed the
observed population abundance is a function of memory. Results are
compared with the prediction capability of the models with ordinary
differential counterpart. Different sections of the manuscript are de-
scribed as follows: (1) we first provide the details of the growth curve
models considered for time series analysis; (2) development of frac-
tional order formulation of these models to incorporate memory in the
population dynamics and (3) analysis of time series data from global
population dynamics database using both ODE and FDE models.

2. Materials and methods

2.1. Population growth models

Several models have been developed and tested in ecological lit-
erature to model density dependent regulation and the relationship
between abundance and growth that emerges as one of the primary
goals of population ecology (Clutton-Brock et al., 1997; Sibly et al.,
2005). In this manuscript the choice of growth models were inspired by
the work of Gregory et al. (2010) who fitted six population growth
models to population time series data to assess the form of density
dependence using multi-model inference technique. We added one
more candidate, the θ-logistic model that has been widely used as a
model for density dependent growth regulation (Sibly et al., 2005). In
the following we provide details of the models considered with relevant
information from the literature.

The oldest candidate in modeling of population regulation is the
exponential law, starting point of the elucidation of population ecology.
This model is characterized by a constant per capita growth rate and the
population size grows unboundedly over time,

=N
t

rNd
d (1)

where r is the intrinsic growth rate and N(t) represents the population
size at time t, assumed to be a continuously differentiable function of t.
The simplest candidate of the (negative) density dependent population
regulation is characterized by the logistic growth model, where popu-
lation is bounded by the environmental carrying capacity (K) (Verhulst,
1838).

=N
t

rN N
K

d
d

1
(2)

The θ-logistic model (Gilpin et al., 1976; Gilpin and Ayala, 1973)
defines a general class of models of density regulation as function of
only a single parameter θ that regulates the density dependent me-
chanism. In this model framework, the population is assumed to have
maximum fitness when they are small in numbers. As population size
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increases, per capita growth rate decreases monotonically, due to intra-
specific competition being main regulatory mechanism (unlike Allee
model, see below). The θ-logistic model is given by:

=N
t

rN N
K

d
d

1
(3)

The Allee effect, named after ecologist W. C. Allee, corresponds to
density mediated drop in population fitness when they are small in
numbers (Allee, 1931; Dennis, 1989; Fowler and Baker, 1991; Stephens
and Sutherland, 1999). The harmful effects of inbreeding depression,
mate limitation, predator satiation etc. reduce fitness as the population
size decreases. In such populations, the maximum fitness is achieved by
the species at an intermediate population size, unlike logistic or theta-
logistic growth models. In recent decades, due to increasing number of
threatened and endangered species, the Allee effect has received much
attention from conservation biologists. Related theoretical con-
sequences and the empirical evidences have made the Allee effect an
important component in both theoretical and applied ecology. In gen-
eral two types of Allee effects have been observed in the natural po-
pulations across a variety of taxonomic groups, viz. component and
demographic Allee effect. The component Allee effect modifies some
component of individual fitness with the changes in population sizes or
density. If the per capita growth rate is low at small density but remains
positive, is called the weak demographic Allee effect. The strong Allee
effect is characterized by a threshold density below which the per ca-
pita growth rate is negative and in such a situation if the population size
falls below the threshold, the extinction is deterministic. The critical
density is called the Allee threshold and has significant importance in
conservation biology (Hackney and McGraw, 2001), population man-
agement (Liermann and Hilborn, 1997; Myers et al., 1995) and invasion
control (Johnson et al., 2006). There are a large number of studies
available in the literature on the mathematical modeling of the demo-
graphic Allee effect (see Table 3.1 Courchamp et al. (2008)).

We have considered the following two models demonstrating the
Allee effect in species growth profile; exponential Allee (model (4)) and
strong Allee (model (5)). In the exponential Allee growth model, which
assumes a constant per capita growth rate independent of population
size unless a critical lower Allee threshold (A) exists, above which
growth rate may be depressed and below which growth rate is negative
(Eq. (4)).

=N
t

r N Ad
d

( ) (4)

=N
t

rN N
K

N
A

d
d

1 1
(5)

2.2. Extension of existing growth models

Fractional differential equations have been used in the literature to
incorporate memory in the population growth model. Fractional cal-
culus deals with differentiation and integration of arbitrary order. It
was originated almost in the same time when Newtonian or Leibniz
calculus appeared. It was developed through the pioneering work works
of many mathematicians of 18th and 19th centuries. However, the re-
search activities in applied sciences has increased significantly after the
appearance of the classic book by (Oldham and Spanier, 1974). For the
sake of completeness, we present a brief introduction of the fractional
calculus in Appendix A. In this manuscript, the fractional counterpart of
the growth curve models have been considered. The models are listed
below:
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where α∈ (0,1]. For each of the above equations, we have discussed the
stability of different equilibria. We have also studied the existence and
uniqueness of the solutions for the models (8), (9) and (10) (B). Results
corresponding to the models (7) and (6) can be considered as a subcases
of the models (8) and (9), respectively (corresponding to θ=1 and
A=0, respectively). It is to be noted that for fractional order models
(6–10) unit of the growth rate constant (r) is (time−α) (Dokoumetzidis
et al., 2010).

2.3. Data source

Global population dynamics database (GPDD) contains more than
5000 time series on population abundances obtained from various
forms of population surveys. It has provided an opportunity for ecolo-
gists to study population dynamical patterns over a wide range of taxa
(Inchausti and Halley, 2001). This is a large collection of animal and
plant population data throughout the world covering in total 1896
taxonomic groups, collected from more than one thousand different
locations. The GPDD version2.0 is available as a database on Microsoft
Access platform that can be downloaded from http://www.sw.ic.ac.uk/
cpb/cpb/gpdd.html.

We selected GPDD because it has been widely studied focusing
many aspects of population dynamics, e.g., extinction risks (Brook and
Bradshaw, 2006; Saha et al., 2013), population cycles (Murdoch et al.,
2002), fisheries management (Saha et al., 2013) and effects of weather
(Knape and de Valpine, 2012). Sibly et al. (2005) undertook an ambi-
tious study of this problem by examining population growth rates using
1780 time series of 674 species of four taxonomic groups, namely,
birds, mammals, bony fishes and insects from the GPDD (NERC Centre
for Population Biology, 2010). Their analysis gave rise to several dis-
cussions and criticism addressing the shape of density dependence
(Getz and Lloyd-Smith, 2006; Ross, 2006, 2009) and the strength of
density regulation (Brook and Bradshaw, 2006; Sibly et al., 2007;
Ziebarth et al., 2010). However, no unified conclusion has been
achieved so far. Bhowmick et al. (2015) recently proposed a model of
cooperation and calibrated the model by using the data from GPDD.

To apply the fractional order models to real data, we considered
four population time series data on mammals and birds (two from each
group). These four species was taken as test bed species only. Statistical
methods, described in the manuscript, can be extrapolated for other
species data as well. All the species have been selected from different
taxonomic groups. The reason for choosing mammals and birds' data
sets is that they have documented to have memory effect. The bird
species are Phalacrocorax carbo (Great cormorant, GPDD ID 9330) and
Parus bicolor (Tufted titmouse, GPDD ID 1197) and the mammal species
are Castor canadensis (Beaver, GPDD ID 200) and Ursus americanus
(American black bear, GPDD ID 116). These species were chosen as
they are well studied and reliable source of information are available.
Great cormorants are one of the most widespread of cormorant species,
with a cosmopolitan distribution. Great cormorants are found
throughout Europe, Asia, Africa, Australia, and in north–eastern coastal
North America. The mating system is monogamous and the great cor-
morant pairs may return to the same nest site year after year if they had
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successful breeding at that site before. Populations in the western
Atlantic and Europe have increased, with some range expansion, in the
last 50 years (Animal Diversity Web). Related description of the data of
other species (e.g. habitat information, taxonomic details, data source,
sampling protocol etc) can be obtained from NERC Centre for
Population Biology (2010).

2.4. Estimation of parameters

We used the analytical solutions of the differential equations to
estimate the model parameters. Exact solutions of the ODE models (1),
(2), (3), (4) and (5) are given as follows

=N t N e( ) (0) rt (11)

=
+ ( )N t K
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where, N(0) is the initial population size.
There is no method available in the literature to find the exact so-

lution of the systems (7), (8) and (10). Some analytical approximate
techniques are available to solve the non-linear fractional order dif-
ferential equations, (see Bhalekar and Daftardar-Gejji (2012),
Daftardar-Gejji and Jafari (2006), He (1999), etc). For example, the
New Iterative Method proposed in Daftardar-Gejji and Jafari (2006)
was found to be very useful in many applications in different areas
(Oldham and Spanier, 2006). In this manuscript, we solve fractional

order Eq. (6), Eq. (7), Eq. (8), Eq. (9), and Eq. (10) using predictor-
corrector method of Adams-Bashforth-Moulton studied by Diethelm
and Freed (1999). Stability, convergence and accuracy of the method
were studied by Diethelm et al. (2004) and Garrappa (2010).

The following parameters have been estimated from the data: (i)
species growth rate ‘r’; (ii) carrying capacity ‘K’ (except for the models
(1), (4), (6) and (9)); (iii) The shape parameter ‘θ’ (for models (3) and
(8)); (iv) Allee threshold ‘A’ (for models (4), (5), (9) and (10)); (v) order
of the fractional derivative ‘α’ (for models (6), (7), (8), (9) and (10)) and
(vi) initial population size N(0) for all the models.

For biological feasibility all parameters were assumed to be positive
and Allee threshold parameter was less than N(0) (initial population
size). If the starting population is below the Allee threshold, it is bound
to go to extinction. The order of the fractional derivative, α∈ (0,1]. The
growth curve models (1–5) and (9–10) were fitted to the aforesaid data.
Let ϵ be the error of fit which follows additive independent Gaussian
distribution having an unknown variance σ2.

N= +y N t( , ) , (0, )t
2 (16)

where M contains all unknown parameters in each of the ten
models. N t( , ) is the expected population size which is the given by
the solution of growth models. We assumed independent Gaussian prior
specification for :

N = …i M( , ), 1, 2, , .i i i
2 (17)

and Gamma distribution as the prior for the inverse of the error var-
iance:

p n n S( )
2

,
2

.2 0 0 0
2

(18)

The prior parameter choices were obtained by least square mini-
mization (Haario et al., 2006). The complete estimation procedure
along with the MATLAB codes is available in the supporting material.
The prior parameters S02 and n0 in (18) can be interpreted as the prior
mean for σ2 and the prior accuracy as imaginary observations, respec-
tively. The likelihood function p(y|θ,σ2) for R observations for growth

Table 1
Estimated parameters of the ten growth curve models (1–5, 6–10) for the population Parus bicolor (1197). α and θ are dimensionless quantities. Units of K, A and N(0)
are counts of breeding pairs, according to the source available in GPDD. Units of r are time−1 and time−α for ODE and FDE models respectively.

Parameters α r K θ A N(0)

ODE
Exponential model (1) 0.0520

(0.0160 0.0917)
4.0628

(2.0484 6.4670)
Logistic model (2) 0.2159

(0.0256 1.0774)
181.7146

(7.3728 1685.0057)
–

θ-logistic model (3) 0.0575
(0.0168 0.1414)

50090.9129
(9.5693 143551.4790)

50.3862
(2.0983 205.8189)

–

Exponential allee model (4) 0.0663
(0.0120 0.1502)

2.4882
(0.0941 6.7666)

4.9443
(2.7290 7.5668)

Strong allee model (5) 0.4593
(0.0313 1.6581)

10.9609
(1.1953 32.1082)

3.3749
(0.1090 13.0608)

3.7662
(0.9381 7.7814)

FDE
Exponential model (6) 0.5945

(0.1479 0.9804)
0.04643

(0.01 0.0908)
3.0485

(0.9008 5.9343)
Logistic model (7) 0.5787

(0.1411 0.9743)
0.0467

(0.0101 0.0937)
4797.4381

(188.0180 9731.6450)
2.9867

(0.8786 5.7036)
θ-logistic model (8) 0.5882

(0.1299 0.9762)
0.04065

(0.0071 0.08291)
5122.40

(251.50 9782.7067)
494.8687

(22.8519 980.4699)
3.1770

(1.0306 6.1045)
Exponential allee model (9) 0.6091

(0.1514 0.9807)
0.062

(0.0050 0.1491)
2.5806

(0.0976 7.8017)
4.4074

(1.7469 7.995)
Strong allee model (10) 0.5925

(0.13 0.9775)
0.5293

(0.0145 1.7854)
7.9485

(1.0362 19.4459)
6.9732

(0.8256 19.0423)
4.5344

(1.6899 9.009)
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curve models (five ODE models and five FDE models) with a Gaussian
error is

=L y SS
( | , ) (2 ) exp ( )

2
R R2 /2

2 (19)

where, SS ( ) is the sum of squares function defined as:

=
=

SS y N t( ) [ ( , )] .
i

R

t i
1

2
i (20)

Posterior distribution of the unknown parameter vector of the ten
models is generated using Delayed Rejection Adaptive Metropolis

algorithm (DRAM) (Haario et al., 2001, 2006). MCMC toolbox in MA-
TLAB, written by Marko Laine (Laine, 2008), was used to estimate the
unknown parameter vector for the ten growth curve models (1–5,
6–10). Geweke's Z-scores (Geweke, 1991) were examined to ensure the
chain convergence. Estimated parameters of the ten growth curve
models (1–5, 6–10) for the four species are given in Table 1, Table 2,
Table 3 and Table 4, respectively. Selection criterion of the best model/
models among ten growth curve models (1–5, 6–10) for a given po-
pulation time series data is discussed in Section (2.5).

Table 2
Estimated parameters of the ten growth curve models (1–5, 6–10) for the population Phalacrocorax carbo (9330). α and θ are dimensionless quantities. Units of K, A
and N(0) are counts of breeding pairs, according to the source available in GPDD. Units of r are time−1 and time−α for ODE and FDE models respectively.

Parameters α r K θ A N(0)

ODE
Exponential model (1) 0.07

(0.059 0.0812)
120.5447

(99.3715 143.2207)
Logistic model (2) 0.1443

(0.0898 0.1973)
715.5304

(508.1377 1456.1154)
85.6943

(60.3964 115.7219)
θ-logistic model (3) 0.0942

(0.0811 0.1087)
451.1438

(428.002 476.9457)
62.8039

(9.7443 113.4992)
94.1537

(78.2484 110.58)
Exponential allee model (4) 0.0769

(0.0621 0.0992)
27.039

(0.8039 86.057)
127.6083

(104.5703 154.2854)
Strong allee model (5) 0.3505

(0.1601 0.6118)
514.9943

(454.4874 656.5636)
88.9049

(16.1260 133.6725)
108.5726

(75.9020 137.7764)

FDE
Exponential model (6) 0.4801

(0.1218 0.9526)
0.0571

(0.0405 0.0742)
78.0441

(27.5911 129.4571)
Logistic model (7) 0.6506

(0.2378 0.9865)
0.1351

(0.0781 0.2017)
1286.5490

(544.9771 2955.4162)
65.6722

(28.1819 101.6318)
θ-logistic model (8) 0.8133

(0.7469 0.8368)
0.09007

(0.08448 0.09337)
465.5037

(465.4912 465.5365)
436.8106

(436.7592 437.1093)
81.4272

(81.3459 81.8412)
Exponential allee model (9) 0.4490

(0.1162 0.8884)
0.0625

(0.0437 0.0844)
22.7124

(0.3248 76.2133)
86.5371

(34.3407 138.5)
Strong allee model (10) 0.7557

(0.3625 0.9923)
0.1236

(0.0168 0.3391)
497.7417

(445.3613 584.4442)
86.6796

(35.3406 133.6595)
122.7608

(97.1807 150.7289)

Table 3
Estimated parameters of the ten growth curve models (1–5, 6–10) for the population Castor Canadensis (200). α and θ are dimensionless quantities. Units of K, A and
N(0) are counts of all individuals, according to the source available in GPDD. Units of r are time−1 and time−α for ODE and FDE models respectively.

Parameters α r K θ A N(0)

ODE
Exponential model (1) 0.0324

(0.0274 0.0379)
166017

(133387 200942)
Logistic model (2) 0.1120

(0.0743 0.1541)
729134

(640597 886731)
66976

(32932 110497)
θ-logistic model (3) 0.6117

(0.1036 2.05)
825594

(669316 1218112)
0.2632

(0.02418 0.93)
58155

(22324 108774)
Exponential-allee model (4) 0.0345

(0.02828 0.0429)
29182

(756.4629 96353)
175026

(140941 213927)
Strong allee model (5) 0.1397

(0.0946 0.2105)
699850

(627689 801937)
31795

(1382.06 77551)
74989

(42020 98382)

FDE
Exponential model (6) 0.3273

(0.1089 0.7804)
0.0245

(0.01818 0.0318)
82455

(33508 160230)
Logistic model (7) 0.4874

(0.1525 0.9435)
0.1295

(0.0632 0.2356)
1451448

(721551 3271701)
37343

(6206.69 91931)
θ-Logistic model (8) 0.5271

(0.1356 0.9551)
0.0860

(0.0443 0.1642)
868752

(633907 1404015)
5.1085

(0.6417 26.9163)
46773

(13155 91518.69)
Exponential allee model (9) 0.3254

(0.1077 0.7714)
0.0264

(0.0194 0.0362)
24485

(560.49 85041)
97184

(41400.75 172949)
Strong allee model (10) 0.3889

(0.2030 0.7418)
0.0123

(0.00002 0.1701)
1014917

(963307 1057625)
42157

(10529 79335)
78229

(73569 79911)
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2.5. Selection of best model

Model selection is a procedure to identify a model that has the best
agreement with the data (called as the ‘best model’) among a set of
models (Johnson and Omland, 2004). It can be used to identify the
hypothesis that is best fitted to the observations. Two criteria com-
monly used in ecology, and evolution are the Akaike Information Cri-
terion (AIC) (Akaike, 1973) and the Schwarz Criterion (also known as
Bayesian information criterion, or BIC) (Schwarz, 1978). We use AIC to
identify the best model among the ten growth curve models (1–5,
6–10). We obtain the following expression for AIC (Akaike, 1973;
Johnson and Omland, 2004):

= +L yAIC 2 ln[ ( | , )] 2p
2 (21)

where ρ is the number of unknown parameter and L y( | , )2 is the
likelihood of the model parameters (more precisely, their maximum
likelihood estimates, p) given the data.

Taking natural logarithm ‘ln’ in both sides of (19) we get:

=L y R R SSln[ ( | , )]
2

ln(2 ) ln( ) 1
2

( ).2
2 (22)

In Eq. (22), the unknown quantities are and σ. Using conditional
conjugacy property of gamma distribution, the posterior distribution of
σ−2 is also a gamma distribution with the probability density function:

= + +p y n n n S SS
( | , ) 2

, ( )
2

.2 0 0 0
2

(23)

The conditional conjugacy property makes it possible to sample and
update σ2 within each Metropolis-Hastings simulation step for the other
parameters. Thus only unknown quantity in Eq. (22) is . So for the ten
growth curve models (1–5, 6–10), the expression of AIC is given by:

= +
SS

n
AIC 2 log

( )
2 .p

(24)

We used the following calculations based on Akaike information

Criterion (AIC) (Akaike, 1973) to determine which model/models are
best supported by the data. Once each model is fitted to the data, an AIC
score has been computed by (24). We then calculate the differences in
these scores between each model and the best model (‘the best model’
has the minimum AIC score among the models).

= AIC AIC .i i min (25)

The likelihood of a model, gi, given the data, y, is given by ( )exp 2
i .

Model likelihood values were normalized across the ten growth curve
models (1–5, 6–10), so that they sum to 1 as

=

=
( )

( )
W

exp

exp
.i

j

2

1

10

2

i

j

(26)

HereWi’s are known as Akaike weight (Johnson and Omland, 2004)
that provide a relative weight of evidence for each model. Akaike
weight can be interpreted as the probability that model i is the best
model for the observed data, given a set of models. Model/models for
which Akaike weight (Wi) is greater than 0.9 can be considered as best
model/models over a given data set.

2.6. Choice of prior distribution

To check the impact of different choice of prior distribution, we
have used the modMCMC function which is available in R with the
package FME (Soetaert and Petzoldt, 2010). We have performed simu-
lation of the posterior samples using DRAM as described in the Method
section. We have mainly emphasized on two different choice of prior
distribution: normal, uniform and non-informative. The modMCMC()
function allows user defined prior functions. For the normal prior, the
prior mean and variance were estimated by nonlinear least square
method (using modFit function). The initial covariance is the inverse
of the Hessian matrix of the nonlinear model fitting. For non-in-
formative prior, in which all the parameters are equally likely and
uniformly sampled from the interval (0,∞). Choice of the prior

Table 4
Estimated parameters of the ten growth curve models (1–5, 6–10) for the population Ursus americanus (116). α and θ are dimensionless quantities. Units of K, A and N
(0) are counts of breeding pairs, according to the source available in GPDD. Units of r are time−1 and time−α for ODE and FDE models respectively.

Parameters α r K θ A N(0)

ODE
Exponential model (1) 0.2224

(0.1959 0.2708)
127.5862

(79.85 149.23)
Logistic model (2) 0.2438

(0.2018 0.3386)
19888

(1728.46 48311.66)
125.93

(76.866 149.24)
θ-logistic model (3) 1.1243

(0.217 3.677)
20178

(1512.8 48363)
0.3916

(0.0168 2.5571)
117.65

(64.3580 148.2297)
Exponential allee model (4) 0.2464

(0.2047 0.3302)
30.5749

(1.0393 91.2765)
130.8919

(86.3495 149.4635)
Strong allee model (5) 0.3070

(0.2143 0.5716)
15544.62

(1271.76 47518.12)
36.6762

(1.2259 107.79)
128.3791

(85.5499 149.25)

FDE
Exponential model (6) 0.4404

(0.1323 0.9056)
0.1669

(0.1012 0.2348)
100.3941

(37.7664 147.3170)
Logistic model (7) 0.4802

(0.1333 0.9422)
0.1971

(0.1294 0.2781)
24985.93

(3638.26 48680)
99.21

(32.4914 147.72)
θ-logistic model (8) 0.6742

(0.1961 0.9938)
2.7251

(1.0303 3.9543)
6406.03

(1833.55 16098.45)
0.1634

(0.02679 0.4095)
95.62

(19.2758 147.8072)
Exponential allee model (9) 0.3647

(0.1134 0.8498)
0.1805

(0.1063 0.2598)
39.16

(0.9914 105.3963)
112.44

(52.53 148.69)
Strong allee model (10) 0.7038

(0.2129 0.9912)
0.4485

(0.0116 3.1358)
1033.85

(635.44 1523.93)
75.36

(17.96 132.0326)
120.87

(59.42 149.1145)
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distribution for the model parameters of the best selected models are
presented in Table 5 and Table 6. Central tendency (mean, median,
mode), variance and skewness of the posterior distribution are also
reported. Whether the posterior distributions deviate significantly with
respect to different priors, we have used the Kolmogorov-Smironov test.
Note that the first 50,000 samples are considered as burn-in stage.
Since, the model parameters are of different order of magnitudes, initial
model variance was set to the mean of the unweighted least square
residuals from the model fit. The chain for σ2 has been initialized with
the mean square error after the initial model fit. Since, the models are
highly nonlinear in nature, a low weight has been given to the prior.

Three different choice of priors have been considered, namely,
uniform, normal and non-informative prior. The parameter choices are
given in the Table 5 and Table 6 for Castor Canadensis and Phalacro-
corax carbo, respectively. Standard deviation of the posterior distribu-
tion is significantly affected by the variance of the normal prior dis-
tribution for N(0) and K. For very large variance of order 106, the
impact is negligible. The same has been observed for the posterior
distribution r as well. However, posterior central tendencies are not
impacted by this. Another important observation is that a small prior
variance leads to small variance in the posterior samples. Since, no
additional information is available on the species biology from the field
information regarding the parameters, a non-informative prior would
be a preferred choice. In the manuscript we have demonstrated the
impact of priors on the posterior for two species only. For the other

species similar analysis can be carried out for both ODE and FDE
models.

2.7. Return time

The return rate is used as a measure of stability in animal popula-
tions that describes how the population responds to disturbances when
deflected from the equilibrium abundance at carrying capacity. It is
defined as the rates at which the population reverts back to equilibrium
size when perturbed and used in conservation biology (Barker and
Sibly, 2008; May et al., 1974; Sibly et al., 2003, 2007). Return rates are
estimated as the slope of per capita growth rate vs. lnN, measured at
carrying capacity K, thus,

= =
( )

N
Return rate

d

d(ln )
, (say).N

N
dt

K

1 d

The return time (TR) is the reciprocal of the return rate defined as

=T 1 ,R

i.e. the more negative λ the faster perturbations die out. Since the
models (1), (4), (6) and (9) have no stable equilibrium state therefore
growth of the population that follows these models return time (TR) can
not be evaluated. For logistic growth model with both ordinary and

Table 5
Central tendency (mean, median, mode), variance and skewness of the posterior distribution with respect to different choice of priors. The data of Castor Canadensis
(200) has been used for this comparison. Kolmogorov Smirnov (KeS) test has been performed to compare the equality of distributions based on the posterior samples.
For all the parameters, use of uniform prior and non-informative prior gave the same posterior distribution (p-value>0.05).

Castor Canadensis (200)

Prior Posterior mean Mode Median Standard deviation Skewness

N(0)∼ uniform(0,106) 6.6223×104 4.046× 104 6.477×104 1.954×104 0.432
r∼uniform(0,3) 1.126×101 1.439×−1 1.117×10−1 2.017×10−2 0.309
K∼uniform(0,106) 7.283×105 6.757× 105 7.174×105 6.347×104 1.897

N ×N (0) (6.146 10 , 200 )4 2 6.146×104 6.141× 104 6.146×104 9.916×103 −0.0044
Nr (.1149,200) 1.153×10−1 1.108× 10−1 1.152×10−1 2.003×10−5 0.1716
N ×K (7.105 10 , 200)5 7.105×105 7.105× 105 7.105×105 1.002×104 0.0423

N(0)∈ (0,∞) 66,969.10908 4.420×104 6.489×104 2.026×104 0.5143
r∈ (0,∞) 0.11246 1.207×10−1 1.116×10−1 2.074×10−2 0.3117
K∈ (0,∞) 728,090.28433 7.287×105 7.165×105 6.460×104 1.699

Table 6
Central tendency (mean, median, mode), variance and skewness of the posterior distribution with respect to different choice of priors for the species Phalacrocorax
carbo (9330).

Phalacrocorax carbo (9330)

Prior Posterior mean Mode Median Standard deviation Skewness

N(0)∼ uniform(0,103) 102.116 110.427 102.0693 7.696 0.085
r∼uniform(0,3) 0.095 0.0874 0.0948 6.567849×10−3 0.2697
K∼uniform(0,103) 449.8895 443.7215 449.6369 1.149540×101 0.3218
θ∼uniform(0,102) 246.915 155.4622 246.985 1.353286×102 0.0179

NN (0) (100,100) 102.7346 89.6581 102.5405 7.7714 0.1583
Nr (0.1,100) 0.0945 0.1046 0.0944 0.0065 0.1225
NK (450,100) 449.69202 454.9154 449.3475 11.3349 0.3371
N (432,200) 380.8826 394.2015 390.6417 70.2984 −0.6863

N(0)∈ (0,∞) 102.2140 112.7078 102.1684 7.7928 0.0517
r∈ (0,∞) 0.0949 0.0891 0.0947 6.537868×10−3 0.2174
K∈ (0,∞) 450.0958 454.9384 449.9082 11.4437 0.1836
θ∈ (0,∞) 245.8546 330.2614 246.4034 1.348402×102 0.0169
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fractional order derivatives i.e. the models (2) and (7) have the same
expression of the TR which is given as follows:

=T
r
1 .R (27)

This implies that as r become larger the return time becomes shorter
i.e. populations that grow faster are more resistant to perturbations.
The unit of r is per time (/years), so the unit of return rate if years.
Similarly, for the θ-logistic and the strong Allee growth curve models,
the Eq. (3), Eq. (8), Eq. (5) and Eq. (10), have the expression of TR are
(in both ODE and FDE framework):

=T
r
1 ,R (28)

and

= ( )T
r

1
1

.R A
K (29)

We have computed TR for each of the species using the parameter
estimates obtained from both ODE and FDE models.

3. Results and discussion

AIC values and AIC weights for ten designated growth curve models
(1–5, 6–10) are given in Table 7 and Table 8 respectively. The θ-logistic
model (3) was found to be the best among ODE models (see Table 7) for
the species Parus bicolor (1197) and Phalacrocorax carbo (9330). The
logistic model (2) was found to be the best among ODE models (see

Table 7) for the species Castor Canadensis (200) and Ursus americanus
(116). Using FDE models, for the species Parus bicolor (1197) and Castor
Canadensis (200), the θ-logistic model (8) is the best model. For the
species Phalacrocorax carbo (9330), the strong Allee model (10) was the
best model and for Castor Canadensis (200), the logistic model (7) was
found to be the best model.

Fitting of the best ODE and FDE models for the four time series data
are depicted in Fig. 1 and Fig. 2, respectively. Correlation between the
posterior sample values of the memory parameter α and growth rate
parameter r is depicted in Fig. 3. From Fig. 3, we can infer that species
memory parameter (α) has an inverse relationship with the species
growth rate (r) i.e. increase in species memory (α → 0) will increase
species growth rate. This is biologically justified since several species
utilize their past experiences to increase their reproductive fitness from
previous successful mating. For example learning from the past ex-
periences, selection of specific traits from history significantly modifies
the individual mate preferences in dogs (Daniels, 1983).

Using simulated time series from the θ-logistic model Clark et al.
(2010) reported that the relationship between r and θ was linear in the
logarithmic scale, which described a rectangular hyperbola in linear
scale. The scatter diagram of posterior distributions of r and θ for the
species Ursus americanus (American black bear, GPDD ID 116) is in well
agreement with the results obtained by them (see Fig. 4). Similar in-
terplay was observed for the other three species using the θ-logistic
model. Similar results were obtained by Eberhardt and Breiwick (2012)
from the fitting results of generalized logistic model to 27 time series
data from GPDD.

Gregory et al. (2010) considered both density dependent and

Table 7
AIC values of the ten growth curve models (1–5, 6–10) for a given population data. Bold entry in each column represents smallest AIC value.

AIC Parus bicolor (1197) Phalacrocorax Carbo (9330) Castor Canadensis (200) Ursus americanus (116)

ODE
Exponential model (1) 259.2413 38288 5.90 ⋅ E+11 348801
Logistic model (2) 271.3584 21315 3.46 ⋅ E+11 337944
θ-logistic model (3) 256.8006 10,166 3.50 ⋅ E+11 391676
Exponential allee model (4) 260.4468 33096 5.73 ⋅ E+11 416101
Strong allee model (5) 295.6333 16446 3.71 ⋅ E+11 502654

FDE
Exponential model (6) 257.9877 24812 4.71 ⋅ E+11 392429
Logistic model (7) 269.718 19757 3.53 ⋅ E+11 230,590
θ-logistic model (8) 240.674 22811 3.34 ⋅ E+11 334291
Exponential allee model (9) 262.0354 26921 4.88 ⋅ E+11 244973
Strong allee model (10) 262.1953 18251 1.56 ⋅ E+12 1293814

Table 8
Akaike weights of the ten growth curve models (1–5, 6–10) for a given population data. Bold entry in each column represents largest Akaike weight.

AIC Parus Bicolor (1197) Phalacrocorax Carbo (9330) Castor Canadensis (200) Ursus Americanus (116)

ODE
Exponential model (1) 9.286838E−05 0 0 0
Logistic model (2) 2.171066E−07 0 0 0
θ-logistic model (3) 3.146728E−04 1 0 0
Exponential allee model (4) 5.082728E−05 0 0 0
Strong allee model (5) 1.162641E−12 0 0 0

FDE
Exponential model (6) 1.738136E−04 0 0 0
Logistic model (7) 4.930391E−07 0 0 0
θ-logistic model (8) 9.993229E-01 0 0 1
Exponential allee model (9) 2.296872E−05 0 0 0
Strong allee model (10) 2.120386E−05 0 1 0
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density independent growth models, where per capita growth rate was
modeled as a function of population size or density. The models were
chosen in such a way so that they are nested, therefore, multimodel
inference techniques were appealing. On the contrary, we have as-
sumed the continuous counterpart of the models by replacing per capita
growth rate by N

N
t

1 d
d . While estimating the model parameters the explicit

solutions of the differential equations as function of time were used.
Hence, the models were no longer nested. So, in principle, the two
approaches are different but, that will not affect the method of com-
paring the models using AIC. Because AIC is an estimator of relative
expected Kullback-Leibler information for both nested and non nested
models. Posterior distribution of parameters for the best ordinary and
fractional growth models for the studied species are depicted in C (Fig.
F-8, Fig. F-9, Fig. F-10 and Fig. F-11, respectively).

The initial population size N(0) has been considered to be the part of

the uncertainty analysis by posterior distribution except for the species
Parus bicolor. The initial population size for this species was very small,
hence, many mcmc runs gave negative population sizes during simu-
lations. As a result, the chains for posterior distributions did not con-
verge for other parameters. Increasing the number of simulation did not
fix the problem. It should be noted that this problem appeared only for
the fitting of ODE model (logistic), however, for FDE this problem did
not appear. As a result, for Parus bicolor (1197), FDE model provides
different mean and generates much wider uncertainty bound than ODE
model, but for other three species, the model outputs (means and un-
certainties) are almost same between FDE model and ODE model. The
posterior distributions of the error terms associated with the model
predictions (σ) is depicted in Fig. 5. Because of conjugate family, the
posterior distribution of σ2 also follows the inverse gamma distribution.
The posterior distribution of errors are presented for the best models
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Fig. 1. Best fitted ODE models for the four popula-
tion time series data among the five ODE growth
curve models (1) to (5). Blue circles indicate the
population counts of individuals for Castor
Canadensis and Ursus americanus, where as for Parus
bicolor and Phalacrocorax carbo, they represents the
number of breeding pairs. The shaded areas re-
present the 95% confidence band, which is output
ranges induced by the parameter uncertainty in the
model. (For interpretation of the references to
colour in this figure legend, the reader is referred to
the web version of this article.)
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population counts of individuals for Castor
Canadensis and Ursus americanus, where as for Parus
bicolor and Phalacrocorax carbo, they represents the
number of breeding pairs. The shaded areas re-
present the 95% confidence band, which is output
ranges induced by the parameter uncertainty in the
model. (For interpretation of the references to
colour in this figure legend, the reader is referred to
the web version of this article.)
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only.
The goal of this study was to explore the interaction between

memory and species survival and whether the strength of such inter-
actions can be formulated from the time series data. More precisely, our
hypothesis is that the species with stronger memory has better survival
prospect. To verify this empirically, we estimated the return time (TR)
of the populations using the best fitted models. The parameter estimates
corresponding to the best fitted models were used to evaluate the value
of TR. We observed that for a particular species, estimated return time
was shorter using FDE than the estimated value using ODE (except for
the species Phalacrocorax carbo (9330))(Fig. 6). This observation is in
well agreement with the fact that stronger memory are able to recover
from disturbance faster than the species with shorter memory.

From the expression of the return time (TR) it is clear thatTR r
1 and

from Fig. 3 it is evident that r 1 , hence TR ∝ α. This mathematical
relationship is in well agreement with the biological interplay between
return time and memory. The species with stronger memory will be
more resistant to environmental perturbations. Such information may
be useful in conservation biology, since the parameter αmay provide an
estimate of their memory capacity (α→0 implies ideal memory and
α→1 implies no memory). If the mode of the posterior distribution is

close to 1, the species has weaker memory. We have studied the pos-
terior distribution of α for each of the species in FDE framework
(Fig. 7). For the species Phalacrocorax carbo (9330), estimated return
time was found to be larger in FDE than the ODE framework. For this
species the posterior distribution of α is negatively skewed and the
mode is close to 1 (Fig. 7). This is indicative of a lower level of memory;
hence, the return time has been found to be more for this species. Thus,
we expect that the estimates obtained from FDE models would be more
appropriate in making predictions of species' persistence at future time
than the ODE models.

In the usual growth curve analysis of population time series, the
model parameters are estimated based on the sample data and the
population prediction intervals are constructed accordingly. For this
type of analysis the differential equations an important mathematical
tool. The model parameters have specific biological meaning and its
estimates determine the species demographic profile. As mentioned
earlier, memory is an inherent mechanism for the growth and survival
of the species. However, it is not captured in ODE based models of
population growth. Incorporating the memory by means of fractional
order derivative, we get more information about the species which are
determined by using the posterior distribution of α. In a nutshell, model
governed by FDE captures more information about the population than
the models governed by ODE. Hence, FDE based models will improve
the population growth simulation than the ODE models. One has to
keep in mind that the inference must be drawn by comparing several
models by suitable statistical criterion, like, AIC, BIC.

4. Conclusion

In this article, we have used the FDE models to incorporate memory
into the abundance as a function of a single parameter α. The posterior
distribution of the parameter α provided a potential insight about the
species memory. Quantifying species memory may aid in better man-
agement decisions in conservation of natural populations. Since popu-
lation growths are exaggerated by stochastic fluctuations, a stochastic
treatment would give more insight and population level consequences.
It will be our future endeavor to study the stochastic behavior of po-
pulation regulation under fractional differential equation set up. In
particular estimation of species persistence by simulating the
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Fig. 5. The posterior distributions of the error terms associated with the model predictions (σ). The blue line indicates the prior distribution. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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population dynamics using stochastic FDE models will be more precise
as compared to the ODE models.

Current study gave us a tool for estimating the strength of memory.
This is important from conservation point of view. The species whose
posterior distribution of alpha is close to zero, their recovery rate will
be faster. So, the designated four examples and their distribution of the
memory already reflect the strength of memory (more or less). For
example, this study suggests the potential for a long term memory for
Ursus americanus. Such information may aid in setting up laboratory
experiment to explore animal behaviour.
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Appendix A. Some basic properties of fractional derivatives and integrals

To define the fractional integral, we consider the following n-fold repeated integral formula given by,

= … … <+I x x x x a x b n( ) ( )d d , ,a
n

a

x

a

x

a

x
n0 0 1

n 1 1

(A-1)

where a > −∞ and b≤+∞. The function ϕ(x) is assumed to be locally integrable in the interval [a,b). The Cauchy representation of the above
n−fold repeated integral of convolution type formula is

= <+I x
n

x a x b( ) 1
( 1)!

( ) ( )d , .a
n

a

x n 1
(A-2)

Using the fact that (n−1) != Γ(n), the definition can be extended to arbitrary order α(> 0); the fractional integral of order α is defined by

= < >+I x x a x b( ) 1
( )

( ) ( )d , , 0.a a

x 1
(A-3)

For a=0, the fractional integral I0+α is the Riemann-Liouville fractional integrals. A dual form of the formula A-3 is given by,

= < >I x x a x b( ) 1
( )

( ) ( )d , , 0.b x

b 1

In literature, Ia+α and Ib−α are called progressive (right-handed) and regressive (left-handed) integral operators respectively. Taking a=−∞
and b=+∞ in the above definitions, we obtain the Liouville-Weyl fractional integral operators. The fractional integrals satisfy the semigroup
property given by,

= =+ + +
+ +I I I I I I, , , 0,a a a b b b

where = =+I Ia b
0 0 , the identity operator.

For a < x < b and m−1 < α≤m, the fractional order derivative operator of order α is defined as the left inverse of Ia+α,

= =+ +D x D I x D x D I x( ) ( ), ( ) ( 1) ( )a
m

a
m

b
m m

b
m

The above definition is due to Riemann and Liouville and known as Riemann-Liouville fractional derivatives. However, an alternative definition
of fractional derivative has been introduced by Caputo (1967); Caputo and Mainardi (1971). The Caputo derivative (name given by Podlubny
(1999)) of a function ψ(t) is defined as,

=
< <

=

+
D m t

m m

t
t m

1
( )

( )
( )

d , 1

d
d

( ),

C

t m

m

m

m

0

( )

1

(A-4)

This is also symbolically represented as CDα= Jm−αDm, m−1 < α≤m, where Jm−α is the Riemann-Liouville integral operator of order
m− α. The Caputo derivative involves a memory effect via convolution between an integer-order derivative and a power of time (Datsko and
Luchko, 2012; Diethelm, 2010). There are also other definitions of fractional integrals are available: Reisz-Feller fractional calculus and the
Grünwald-Letnikov definition. Recently Mathai (2014) generalized both left and right hand fractional integral operators for the functions of matrix
arguments. The author provided an excellent connection between the statistical distributions of product and ratio of two independent positive
continuous random variables to the fractional integral operators.

We list some important properties for Caputo fractional differential and integral operators in the appendix. For detail proofs and mathematical
results readers are encouraged to see Matignon, 1996; Podlubny (1999); Diethelm (2010); El-Sayed and Gaafar (2001); El-Sayed (1996, 1998);
Gorenflo and Mainardi (1997); El-Sayed et al. (2004).

Let β, γ ∈ ℝ+ and α ∈ (0,1), then we have.

1. Jβ : L1→ L1, and if f(x)∈ L1, then JγJβf(x)= JβJγf(x) = Jγ+βf(x). This property is known as the semigroup property of the fractional order
integration.

2. limβ→nJβf(x) = Jnf(x) uniformly on [0,b], n=1,2,3, …, where J1f(x)= ∫ 0xf(s)ds.
3. limβ→0Jβf(x)= f(x) weakly.
4. If f(x) is absolutely continuous on [0,b], then =lim f x

t
f x

t1
d ( )

d
d ( )

d .

5. If f(x)= k≠0, k is a constant, then = 0f x
t

d ( )
d .

a. Following El-Sayed et al. (2004), we have the following lemma.
Lemma 1. Let β∈ (0,1); if f ∈ C[0,T], then Jβf(t)|t=0 = 0.

Appendix B. Stability analysis

B.1. Equilibrium and stability for the model (8)

System (8) has two positive equilibrium, Neq=0 and Neq=K, respectively. Stability of the two equilibrium depends upon the solution of the
following linear fractional order differential equation (see, Matignon (1996), El-Sayed et al. (2007), Matouk (2009)).

=x
t

f N xd
d

( ) ,eq (A-5)
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where, = ( )f N rN( ) 1 N
K and x(t)=N(t)−Neq.

Now,

=f N r N
K

r N
K

( ) 1 .
(A-6)

Therefore, evaluating value of f′(N) in (A-6) at the two positive equilibriums, we obtain f′(0)= r and f′(K)=− rθ. Solving Eq. (A-5) corre-
sponding to two equilibrium points respectively, we have:

=x t N E rt( ) (0) ( ), (A-7)

and

=x t N K E r t( ) [ (0) ] ( ), (A-8)

where, x(0)=N(0) corresponding to Neq=0, x(0)=N(0)− K corresponding to Neq=K, and =
=

+E z( )
k

z
k

0
( 1)

k
is the one parameter Mittag-Leffler

function with parameter α (see, Podlubny (1999), Diethelm (2010)).
Following Matignon's results (see Matignon (1996)) as = <rarg( ) 0 2 and = >rarg( ) 2 (since, α∈ (0,1], r > 0 and θ > 0), therefore

the equilibrium point Neq=0 is unstable and Neq=K is locally asymptotically stable.

B.2. Existence and uniqueness of solution of the model (8).

Let, I=[0,T], T < ∞ and C(I) be class of all continuous functions defined on I, with norm

= >x t e x t M( ) sup ( ) , 0
t

Mt
(A-9)

which is equivalent to the sup-norm ∥x(t) ∥= supt ∣ x(t)∣. When t > σ≥0 we write C(Iσ).

Definition 1. We will define x(t) to be a solution of the initial value problem (8) if.

1. (t,x(t))∈D, t∈ I where D= I× B, B={x∈ R:|x|≤b}.
2. x(t) satisfies (8).

We state and prove the following theorem.

Theorem 1. The initial value problem (8) has a unique solution x∈ C(I), x′ ∈ X={x∈ L1[0,T],∥x ∥ = ∥ e−Mtx(t)∥L1}.

Proof. We write the system (8) as

=J d
dt

N rN N
K

11

(A-10)

operating Jα both side of (A-10) we have

= +
+

N t N J r N N
K

( ) (0)
1

(A-11)

Now let the operator F : C(I)→ C(I) be defined by

= +
+

FN t N J r N N
K

( ) (0)
1

(A-12)

Then, for any two N1, N2 ∈ C(I) such that N1≥N2, we have

=

+ +

+

+ +

( )

e FN FN re J N N
K

N N

r t s e N s N s
K

N s N s e ds

M
r N N s e ds

( ) ( ) 1 ( )

( )
( )

[ ( ) ( )] 1 1 ( ( ) ( ))

1 2

( )
.

Mt Mt

t M t s Ms

b
K t Ms

1 2 1 2 1
1

2
1

0

1
( )

1 2 1 2

1 2 0

1

Thus,

+( )
FN FN N N

r

M

1 2
.

b
K

1 2 1 2

If we choose M such that > +( )M r1 2 b
K

, we obtain ∥FN1− FN2 ∥ ≤ ∥N1−N2∥. Therefore, The operator F defined in (A-12) has a unique

fixed point. Consequently, the integral Eq. (A-11) has a unique solution x ∈ C(I). Also from lemma 1, =
=

+( )J N 0N
K t 0

1
. Again from Eq. (A-11),

we have
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= +
+

+ ++
+ { }N t N r t N N

K
J N t

K
N t N t( ) (0)

( 1)
(0) (0) ( ) 1 ( ) ( ) ,

1
1

= + ++ { }N t
t

r t N N
K

J N t
K

N t N td ( )
d ( )

(0) (0) ( ) 1 ( ) ( ) ,
1 1
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= + ++ { }e N t
t

re t N N
K

J N t
K

N t N td ( )
d ( )

(0) (0) ( ) 1 ( ) ( ) ,Mt Mt
1 1

from which it can be shown that x∈ C(I) and x′ ∈ X. Now from Eq. (A-11), we get

=
+N t

t
r

t
J N t N t

K
d ( )

d
d
d

( ) ( ) ,
1

=
+

J N t
t

rJ d
dt

J N t N t
K
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d

( ) ( ) ,1 1
1

=
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t
r d
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J N t N t

K
d
d
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1

=N
t

rN t N t
K

d
d
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and

= +

=

+

=

N N J N t N t
K

N

(0) (0) ( ) ( ) ,

(0).
t

1

0

(A-13)

Last result holds using lemma 1. Therefore the integral Eq. (A-11) is equivalent to the initial value problem (8) and this proves the theorem. □

B.3. Equilibrium and stability for the model (9).

System (9) has only one positive equilibrium Neq= A. Solving system (9) we have the following solution

= +N t N A E rt A( ) ( (0) ) ( ) . (A-14)

Following Matignon's results (see Matignon (1996)) as = <rarg( ) 0 2 therefore N(t) increases as t increases. Therefore, Neq= A is always
unstable.

B.4. Existence and uniqueness of solution of the model (9).

System (9) is a linear fractional order differential equation. Following Theorem 3.2 in (Podlubny, 1999) the system (9) has a unique continuous
solution.

B.5. Equilibrium and stability for the model (10).

The fractional order system (10) has two positive equilibrium Neq= A and Neq= K, respectively. Stability of two positive equilibrium corre-
sponding to system (10) depends upon the solution of the following linear fractional order system (see, Matignon (1996), El-Sayed et al. (2007),
Matouk (2009)).

=x
t

f N xd
d

( ) ,eq (A-15)

where, = ( )f N r N A( ) 1 ( )N
K and x(t)=N(t)−Neq. Now,

= +f N r
K

N A r N
K

( ) ( ) 1 .
(A-16)

Therefore, evaluating value of f′(N) in (A-16) at the two positive equilibriums, we obtain = ( )f A r( ) 1 A
K and = ( )f K r( ) 1 A

K . Let,

=( )r 1 A
K . Then f′(A)= λ and f′(K)=− λ. Therefore, λ>or<0 if and only if < 1A

K or> 1. Solution of the system (A-15) corresponding to two
positive equilibriums Neq= A and Neq=K, of the system (10), respectively given as follows

=x t N A E t( ) [ (0) ] ( ). (A-17)

and

=x t N K E t( ) [ (0) ] ( ). (A-18)

Therefore if λ > 0, then = <arg( ) 0 2 and = >arg( ) 2 , since, α∈ (0,1]. Thus, any solution that start nearer to A will moves away
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from A and the solution that starts nearer to K will decay to K. In other words, if A < K, A is unstable and K is locally asymptotically stable. Now if
λ < 0, then = >arg( ) 2 and = <arg( ) 0 2 . Therefore, if A > K, then A is locally asymptotically stable and K is unstable.

B.6. Existence and uniqueness of solution of the model (10).

The following result hold.

Theorem 2. The initial value problem (10) has a unique solution x∈ C(I), x′ ∈ X={x∈ L1[0,T],∥x ∥ = ∥ e−Mtx(t)∥L1}.

Proof. We transform the fractional order system (10) to the following integral equation

= +N t N J r N
K

N A( ) (0) 1 ( ).
(A-19)

We define the operator F : C(I)→ C(I) defined as

= + +FN t N J r N A
K

N
K

A( ) (0) 1 .
2

(A-20)

Let, N1, N2 ∈ C(I) such that N1≥N2. Then from (A-20) we have,
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+ + +

+ +
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K

N N
K

N N
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This implies that

+ +( )
FN FN N N

r

M

1
.

A
K

b
K

1 2 1 2

2

If we choose M such that > + +( )M r 1 A
K

b
K
2 , then we have

FN FN N N .1 2 1 2

Therefore, Operator given in (A-20) has a unique fixed point and consequently, the integral Eq. (A-19) has a unique solution N∈ C(I). Also we
have from lemma 1

+ =
=

J N A
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N
K

A1 0
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0

Again, from (A-19) we have
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From these above expression it can be easily shown that x∈ C(I) and x′ ∈ X. Again from (A-19) we have
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Again, from (A-19) we have
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= + +

= +
=

=
N N rJ N A

K
N
K

A

N
N

(0) (0) 1 ,

(0) 0,
(0).

t

2

0

(A-21)

Therefore, the integral Eq. (A-19) is equivalent to the initial value problem (10) and this proves the theorem.

Appendix C. Marginal posterior distribution of all parameters

Fig. F-8. Marginal distributions of different parameters of the best fitted growth curve models (3) and (8) in ODE and FDE corresponding to growth data of the
species Parus bicolor (1197). Fractional order θ-logistic model (8) has been selected as the best model according to AIC values.
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Fig. F-9. Marginal distributions of different parameters of the best fitted growth curve models (3) and (10) in ODE and FDE corresponding to growth data of the
species Phalacrocorax carbo (9330). Fractional order strong Allee model (10) has been selected as the best model according to AIC values.
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Fig. F-10. Marginal distributions of different parameters of the best fitted growth curve models (2) and (8) in ODE and FDE corresponding to growth data of the
species Castor Canadensis (200). Fractional order θ-logistic model (8) has been selected as the best model according to AIC values.
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Fig. F-11. Marginal distributions of different parameters of the best fitted growth curve models (2) and (8) in ODE and FDE corresponding to growth data of the
species Ursus americanus (116). Fractional order θ-logistic model (7) has been selected as the best model according to AIC values.
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a b s t r a c t 

Dengue is one of the deadliest mosquito-borne disease prevalent mainly in tropical and sub-tropical 

regions. Controlling the spread of this disease becomes a major concern to the public health author- 

ity. World Health Organization (WHO) adopted several mosquito control strategies to reduce the disease 

prevalence. In this work, a general multi-patch non-autonomous dengue model is formulated to capture 

the temporal and spatial transmission mechanism of the disease and the effectiveness of different adult 

mosquito control strategies in reducing dengue prevalence is evaluated. During the period (2014–2015) 

the dengue situation of Kolkata which is one of the most dengue affected city in India is considered in 

our study. Depending on geographical location, Kolkata is divided into five regions and our model is fit- 

ted to the monthly dengue cases of these five regions during the above-mentioned period. By considering 

control specific characteristics (e.g. efficacy, environment persistence) of the mosquito control strategies, 

we study the efficiency of three adult mosquito controls and their combined effect in reducing dengue 

prevalence. From our study, it is observed that control with higher environment persistence performs 

better in comparison to the controls having low environment persistence. It is also observed that, con- 

nectedness between the regions play a key role in the effectiveness of the control strategies. 

© 2019 Elsevier Ltd. All rights reserved. 

1. Introduction 

Human society is cursed with the burden of dengue. Aedes 

mosquitoes are the vectors responsible for this disease transmis- 

sion. The number of dengue endemic country is gradually increas- 

ing. Dengue is widespread in more than hundred countries in 

tropical and sub-tropical regions ( WHO, 2016 ). During the period 

1990–2015, dengue appeared in the form of epidemic almost 262 

times all over the world and consequently infected about 0.3 mil- 

lion individuals ( Guo et al., 2017 ). Due to the fatality of this dis- 

ease, dengue control becomes a great concern to the public health 

authorities and policy makers. 

The transmission of dengue virus can be reduced either 

by adopting personal protection against mosquito bites or by 

controlling mosquito population. To acquire protection from 

∗ Corresponding author. 

E-mail address: abhishekiz4u04@gmail.com (A. Senapati). 

mosquito bites, individuals generally cover their skin with full 

sleeve clothes, use mosquito-repellents on skin, and use bed-net 

etc. ( WHO, 2009 ). On the other hand, several mosquito control 

techniques such as environmental control, chemical control, biolog- 

ical control etc. are employed to reduce the abundance of both lar- 

val and adult mosquito population ( WHO, 2009 ). In environmental 

control technique, the habitats of mosquitoes such as large water 

containers, old tyres, septic tanks etc. are demolished or the wa- 

ter stored in these are emptied regularly ( Baldacchino et al., 2015; 

Araújo et al., 2015 ). The chemical control techniques are used to 

kill the mosquitoes using various larvicides and insecticides ( WHO, 

2003; Araújo et al., 2015 ). Biological control strategy refers to 

the use of different species or organisms which reduce the Aedes 

mosquito population ( Benelli et al., 2016 ). However, in terms of 

effectiveness, the adoption of adult mosquito control strategy is 

more fruitful than larval control especially in the situation where 

a faster depletion in disease prevalence is required ( Gratz, 1991 ). 

Recently, the adult mosquito strategies like the use of materials 

https://doi.org/10.1016/j.jtbi.2019.06.021 
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treated with insecticide, use of lethal ovitraps and ultra low vol- 

ume (ULV) application of insecticides etc. are gaining considerable 

attentions ( Perich et al., 20 0 0; 20 03; Kroeger et al., 2006 ). 

Mathematical models have been utilized to observe the con- 

sequences of employing different control mechanisms in reduc- 

ing the disease prevalence. A large number papers in the liter- 

ature have been published which are devoted in describing dis- 

ease dynamics and the outcomes of the control measures in the 

context of dengue disease using different mathematical models 

(see Andraud et al. (2012) and the references therein). The com- 

partmental models describing the mechanisms of dengue transmis- 

sion can be categorized broadly into two types: non-spatial mod- 

els and spatial models. Non-spatial modeling approach assumes 

that the space under consideration is homogeneous and there- 

fore no spatial variations across the space is incorporated into the 

models. However, the variability in different epidemiological and 

entomological factors of dengue across geographical locations are 

observed. Moreover, since the dengue transmission mechanism is 

two-fold in nature in the sense that human and mosquito both in- 

fect each other, the human mobility accelerates the disease prop- 

agation across distant parts of a particular city, province or coun- 

try ( Adams and Kapan, 2009; Stoddard et al., 2013; Wesolowski 

et al., 2015 ). Therefore, it becomes very essential to adopt spa- 

tial modeling approach which encompasses the different spatial 

features and explicit human migration to capture the disease dy- 

namics more accurately. The transmission dynamics of dengue and 

its control in a multi-patch model setting are also well studied 

(see Wesolowski et al., 2015; Barrios et al., 2018; Nevai and Soe- 

wono, 2014; Hendron and Bonsall, 2016; Lee and Castillo-Chavez, 

2015 etc.). But the above-mentioned studies did not consider the 

characteristics like efficacy and environment persistence of the 

available mosquito control strategies in evaluating the impact of 

controls. However, in the non-spatial framework, a few studies 

have incorporated the control specific characteristics while execut- 

ing the efficiency of mosquito control strategies ( Newton and Re- 

iter, 1992; Burattini et al., 2008; Luz et al., 2009; 2011; Oki et al., 

2011 ) to get more realistic insights. To our knowledge, in a spatially 

connected scenario, the quantification of the efficiency of different 

mosquito control strategies in lowering disease transmission and 

also the role of spatial coupling in the effectiveness of the controls 

by considering the control specific characteristics have not been 

studied yet. 

In this present study, we propose a spatially explicit model 

for dengue transmission to evaluate the consequences of only the 

adult mosquito control strategies and also study the role spa- 

tial connectedness in the efficiency of the intervention strategies. 

Dengue cases of Kolkata for the period (2014–2015) is considered 

for the first time for validating the model and to evaluate the 

outcomes of applying different adult mosquito control strategies 

namely the use of materials treated with insecticide, use of lethal 

ovitraps and ultra low volume (ULV) application of insecticides to 

get practical insights from our study. 

The paper is arranged in the following manner. Section 2 is 

alloted for the brief description and some mathematical analy- 

sis of the proposed model. A brief discussion on the three adult 

mosquito control strategies is given in Section 3 . Section 4 is de- 

voted to the description of model calibration. In Section 5 our 

proposed intervention settings and their effectiveness is discussed. 

The manuscript ends with a brief discussion ( Section 6 ). 

2. Model formulation and analysis 

We use multi-patch modeling approach to describe the spatio- 

temporal evolution of dengue disease dynamics. The whole space 

of human residence is partitioned into n distinct regions (patch) 

based on the geographical locations connected through human mi- 

gration. Depending on the range and duration, the human migra- 

tion/mobility can be classified into different types of mobility pat- 

terns such as long-term, short-term, commuting etc. ( Arino, 2017 ). 

However, in this study we consider the short term or commut- 

ing type of mobility ( Cosner et al., 2009; Prosper et al., 2012 ). 

Differentiating on the basis of health status of human in each 

patch i (1 ≤ i ≤n ), the human population is divided into five sub- 

classes: susceptible, exposed, infectious, asymptomatic and recov- 

ered. Let S i 
H 
(t) , E i 

H 
(t) , I i 

H 
(t) , A i 

H 
(t) and R i 

H 
(t) denote the number 

of susceptible, exposed, infectious, asymptomatic and recovered 

human population in patch i at any instant of time t . Similarly, 

the mosquito population (adult female mosquitoes) in each patch 

is also categorized into two compartments: susceptible mosquito 

( S i 
M 

) and infected mosquito ( I i 
M 

). The following assumptions on 

different demographical, epidemiological and entomological factors 

are made in formulating the model: 

• The birth rate and death rate of human are assumed to be equal 

for each patch and denoted by μH . Therefore the total human 

population size in patch i remains constant over the time and 

we denote it by H 

i = S i 
H 

+ E i 
H 

+ I i 
H 

+ A i 
H 

+ R i 
H 
. 

• The rate of recovery of the people from both the compartments 

(infected and asymptomatic) are assumed to be same, γ H . 
• The biting rate of mosquito depends on different components 

of climate such as temperature and rainfall etc. of a particular 

region. Therefore, we choose the biting rate to be periodic with 

one year period. In the present study, month is considered to 

be the unit of time. Therefore, we consider the biting rate of 

mosquito in patch i as, b i (t) = b 0 i (1 − δi cos ( 
2 πt 
12 )) , where b 0 i 

and δi are the average number of bites per mosquito per month 

in patch i and amplitude of the oscillation respectively. 
• We assume that the susceptible mosquito get infected by 

dengue infected human and move directly to infected mosquito 

class ( I i 
M 

). We do not consider any exposed class for mosquito 

population. 
• Since we consider a single-serotype dengue model, 

the disease-induced death is not incorporated into the 

model ( Halstead, 2009 ). 

The susceptible human in each patch increases due to the birth 

of the human population and decreases due to natural death of 

the human. People who are susceptible to dengue in a particular 

patch can get infected by the bites of infected Aedes mosquitoes 

and move to the exposed class ( E i 
H 
). Since we consider a connected 

space where people can migrate between different patches, sus- 

ceptible population belonging to a specified patch can get bites 

of mosquitoes in two ways: (i) while they reside in their patch 

of residence, and (ii) while they visit the remaining patches. 

We neglect the movement of mosquito as they have a limited 

flight range ( McDonald, 1977; Muir and Kay, 1998 ). Therefore, 

the force of infection from mosquito to human in i th patch is 

given by, 

βH 
b i (t) 

H 

i 
I i M 

+ βH 

n ∑ 

j=1 
j � = i 

εi j 
b j (t) 

H 

j 
I j 
M 

. 

The first term is due to the infection within the patch and 

the second term corresponds the infections coming from the re- 

maining patches. The transmission probability of infection from 

mosquito to human is denoted by βH . The intensities of the in- 

fections contributed from the visiting patches are assumed to be 

less than the infection from the patch of residence ( Grenfell, 1998 ). 
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Table 1 

Description of parameters for dengue model (2.1) . 

Parameters Description Value Reference 

μH Birth/death rate of human population 0.0143–0.0167 year −1 ( Pinho et al., 2010; Derouich and Boutayeb, 2006 ) 

�i 
M Recruitment rate of mosquito μM (S 

i 
M (0) + E i M (0) + I i M (0)) ( Sardar et al., 2015 ) 

μM Mortality rate of female mosquitoes 0.6–7.5 month 
−1 

( Sardar et al., 2015; Andraud et al., 2012 ) 

b 0 i Average bite per mosquito per month in patch i Estimated –

βH Transmission probability from mosquito to human 0.1–1 ( Sardar et al., 2015; Andraud et al., 2012 ) 

βM Transmission probability from human to mosquito 0.5–1 ( Sardar et al., 2015; Andraud et al., 2012 ) 

p Fraction of exposed human move to dengue infected class Estimated –

η1 Modification parameter Estimated –

η2 Modification parameter Estimated –

γ H Recovery rate from dengue infection 2.14–10 month 
−1 

( Sardar et al., 2015; Andraud et al., 2012 ) 

σ H Intrinsic incubation rate 2 . 1410 month 
−1 

( Pinho et al., 2010 ) 

d ij Distance between the centroids of patch i and patch j –

θ Scaling parameter Estimated –

α Power that determines the strength of the dependence of 

migration rate on distance 

Estimated –

ˆ H i Human population density in patch i – –

This situation is captured by introducing the coupling strength be- 

tween the patches. The coupling strength between patch i and 

patch j is denoted by ε ij with 0 ≤ ε ij ≤1. Since the coupling be- 

tween the patches is induced by human migration, we assume that 

the coupling strength follows so-called ’gravity-like’ rule of mi- 

gration ( Lewer and Van den Berg, 2008 ). The coupling strength is 

given by the following expression: 

εi j = θ
ˆ H 

i ˆ H 

j 

d α
i j 

. 

The coupling strength is proportional to the product of human 

population density of patch i and patch j ( ̂  H 

i and ˆ H 

j ) and inversely 

proportional to some exponent ( α) of the distance ( d ij ) between 

the patches. The exponent α governs the distance dependency of 

migration rate. The term θ is the proportional constant or scaling 

parameter. 

The human exposed to dengue is transferred to the infected and 

asymptomatic human compartment at a rate σH . We assume that 

p portion of exposed human move to infected compartment and 

remaining (1 − p) portion move to asymptomatic compartment. 

The infected and asymptomatic human get recovery at a rate γ H 

and move to the recovered class. On the other hand the susceptible 

mosquito is recruited at a constant rate �i 
M 

. The mosquito popula- 

tion is decreased at a rate μM 

due to death. It is well established 

fact that susceptible mosquitoes can get infected and move to the 

infected class if they bite infected human as well as the human 

who are in exposed and asymptomatic state with certain probabil- 

ity ( Wilder-Smith et al., 2004; Duong et al., 2015 ). Therefore, the 

force of infection from human to mosquito in a given patch i is 

given by: 

b i (t) βM 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 
+ 

n ∑ 

j=1 
j � = i 

εi j 
(I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)
. 

The transmission probability of infection from human to 

mosquitois denoted by βM 

and the parameters η1 and η2 are 

incorporated to modify the transmission rate corresponding to 

exposed and asymptomatic classes of human. These modifica- 

tion parameters are taken to be less than or equal to unity. 

The above assumptions and considerations lead to the following 

dengue transmission model (2.1) . The description of the model pa- 

rameters is presented in Table 1 . 

dS i H 
dt 

= μH H 

i − βH S 
i 
H 

(
b i (t) 

H 

i 
I i M 

+ 

n ∑ 

j=1 
j � = i 

εi j 
b j (t) 

H 

j 
I j 
M 

)
− μH S 

i 
H , 

dE i H 
dt 

= βH S 
i 
H 

(
b i (t) 

H 

i 
I i M 

+ 

n ∑ 

j=1 
j � = i 

εi j 
b j (t) 

H 

j 
I j 
M 

)
− (σH + μH ) E 

i 
H , 

dI i H 
dt 

= pσH E 
i 
H − (μH + γH ) I 

i 
H , 

dA i H 
dt 

= (1 − p) σH E 
i 
H − (μH + γH ) A 

i 
H , 

dR i H 
dt 

= γH (I 
i 
H + A i H ) − μH R 

i 
H , 

dS i M 

dt 
= �i 

M 

− b i (t) βM 

S i M 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 

+ 

n ∑ 

j=1 
j � = i 

εi j 
(I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)
− μM 

S i M 

, 

dI i M 

dt 
= b i (t) βM 

S i M 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 

+ 

n ∑ 

j=1 
j � = i 

εi j 
(I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)
− μM 

I i M 

, 

i = 1 , 2 , . . . , n. (2.1) 

Some dynamical properties of our model (2.1) have been stud- 

ied by applying standard theory of nonlinear dynamics. The an- 

alytical results regarding the boundedness and persistence of the 

solution of our model have been carried out to ensure the biologi- 

cal relevance of our model (see Appendix A and Appendix D ). The 

mathematical expression for basic reproduction number (R 0 ) , an 

important measure in epidemiology, has been derived and based 

on the threshold value of (R 0 ) , the stability of DFE and the 

global stability of the periodic solution have been examined (see 

Appendix B, Appendix C and Appendix E ). 

3. Adult mosquito control strategies 

Dengue disease prevalence can be reduced in a region if proper 

control strategies are implemented. Mosquito control can be 
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accomplished by adopting larval control and adult mosquito con- 

trol. However adult mosquito control is more effective than lar- 

val control in a region where dengue outbreak has already taken 

place, because the bite of the adult mosquito is responsible for the 

transmission of the disease. In this study we consider three adult 

mosquito control strategies and evaluate the efficiency of these 

controls in reducing the dengue cases. A brief description of dif- 

ferent control strategies which we are going to follow is presented 

below. 

C1. Ultra-low-volume (ULV) spray of insecticides: In this tech- 

nique, a small amount of insecticides are used to create cold fog 

droplets which are used in controlling adult mosquito ( Ditsuwan 

et al., 2012; WHO, 2003 ). The droplets can be produced by using 

ULV cold fogging machine. There are variations in the efficacy of 

ULV spray: high efficacy (90%), intermediate efficacy (60%) and low 

efficacy (30%) ( Luz et al., 2009 ). The environment persistence of 

ULV spray is 1 day that means after 1 day the control method loses 

its efficiency ( Luz et al., 2009; Perich et al., 20 0 0 ). 

C2. Insecticide treatment of surface and materials: Windows 

and door curtains, water container covers etc. in households are 

treated with insecticides to avoid the contact of adult mosquito. 

The environment persistence of this control strategy is 180 days 

and the efficacy is 25% ( Luz et al., 2009; Kroeger et al., 2006 ). 

C3. Lethal ovitraps: Lethal ovitraps is a container-type device 

used to kill female mosquito. Usually this type of traps are made 

black in colour and are filled with water and very small amount 

of lethal substances which kill the mosquito. These devices are 

usually placed in the breeding sites of mosquito where female 

mosquitoes are attracted to enter the container to lay eggs and get 

trapped and killed. The environment persistence of lethal ovitraps 

is 120 days and the efficacy is 25% ( Luz et al., 2009; Perich et al., 

2003 ). 

The consequence of the application of the above mentioned 

adult mosquito controls would be an additional death of the 

mosquito. Since each control strategy has its own efficacy and en- 

vironment persistence, the death rate of the mosquito population 

due to the application of the control strategy would be different. 

The death rate will be maximum at the beginning of the appli- 

cation and it is equals to the maximum efficacy of that particu- 

lar control and decreases in the subsequent times and ultimately 

equals to zero at the end of its environment persistence. Therefore, 

we consider the death rate as follows ( Luz et al., 2009 ): 

d i (t) = κi 

(
1 − t 2 

T 2 
i 

)
, f or 0 ≤ t ≤ T i 

= 0 , f or t > T i , i = C 1 , C 2 , C 3 . (3.1) 

where, κ i and T i denotes the efficacy and the environment persis- 

tence of the i th control strategy respectively. 

In the next section we evaluate how effectively the above said 

control strategies reduce the dengue cases in spatially coupled re- 

gion. To address this query, we consider the dengue situation of 

Kolkata during the period (2014–2015) as case study. We first di- 

vide the whole city into five regions depending on the geographi- 

cal location and apply the control strategies one at a time and also 

their combination only to the regions where dengue endemicity is 

high. 

4. Case study: dengue scenario of Kolkata (2014–2015) 

India is one of the most dengue affected country in the world. 

A large number of dengue outbreak has already taken place in In- 

dia ( Guo et al., 2017; Ganeshkumar et al., 2018 ). Several states of 

India like Delhi, Orissa, West Bengal etc. have been facing high 

dengue endemicity since last several decades ( Guo et al., 2017 ). 

More specifically Kolkata, the capital of West Bengal faced several 

Fig. 1. Different regions of the Kolkata city. R1 denotes Region 1, R2 denotes Region 

2, R3 denotes Region 3, R4 denotes Region 4,R5 denotes Region 5. The black dot in 

the region represents the centroid of that particular region. 

dengue outbreaks in recent times. A large number of dengue cases 

are confirmed every year. In this study, we consider the dengue 

scenario of Kolkata during the period 2014 − 2015 . Monthly dengue 

cases data are collected from Kolkata Municipal Corporation (KMC) 

for 141 wards. Basically we have 24 data points (monthly dengue 

cases) for each of the 141 wards. Depending on the geographical 

location we group the 141 wards into five regions: Region 1 (West), 

Region 2 (South), Region 3 (East), Region 4 (North), Region 5 (Cen- 

tral) (see Fig. 1 ). We aggregate the dengue cases data of different 

wards under a particular region to produce the monthly cases data 

of that region. 

4.1. Model calibration 

We calibrated our multi-patch dengue model (2.1) to the 

monthly new Dengue cases for the five regions of Kolkata. Monthly 

dengue cases are obtained for the period January, 2014–December, 

2015 from Kolkata Municipal Corporation (KMC). Since our model 

is formulated in a multi-patch setting, different coupling intensi- 

ties ( ε ij ) are involved in the model to connect the patches. Instead 

of assuming the values of the parameter ε ij , we consider a gravity 

like form for estimating these parameters. The form of the cou- 

pling intensities ε ij between i th patch and j th patch is given by 

εi j = θ
ˆ H i ˆ H j 

d α
i j 

. Here ˆ H 

i denotes the population density in i th patch, 

which can be calculated by dividing the total population in the i th 

patch by the total area of that patch. In our study the total pop- 

ulations of the five regions and the total area of these regions are 

taken from KMC. In Table 2 total population, total area and popu- 

lation densities of the five regions are presented. The term d ij de- 

notes the distance between the i th and j th patches. We calculate 

the distances between the centroids of the five regions of Kolkata 

by using QGIS software ( QGIS Development Team, 2009 ). The dis- 

tance matrix is given in Table 3 . 

Table 2 

Total population, total area and population density of the five re- 

gions of Kolkata. Region 1–Regions 5 are defined as in Fig. 1 . 

Regions Total 

population( H i ) 

Total area (in 

sq. km.) 

Population 

density( ̂  H i ) 

Region 1 774871 39.692 19522.095 

Region 2 781226 37.297 20946.081 

Region 3 619214 42.024 14734.770 

Region 4 1274109 29.653 42967.288 

Region 5 1059192 32.801 32291.45 
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Table 3 

Distance matrix between the five regions obtained from QGIS software. 

Region 1 Region 2 Region 3 Region 4 Region 5 

Region 1 0 201.17 360.84 363.55 225.73 

Region 2 201.17 0 226.27 376.89 177.29 

Region 3 360.84 226.27 0 267.31 152.05 

Region 4 363.55 376.89 267.31 0 199.86 

Region 5 225.73 177.29 152.05 199.86 0 

4.2. Estimation procedure 

Several model parameters are estimated by fitting our model 

(2.1) to the monthly dengue cases of Kolkata. The parameters 

which we have estimated from the data are: ( i ) fraction of human 

exposed to dengue move to infected class ( p ), ( ii ) average biting 

rate of mosquito in patch i ( b 0 i ), ( iii ) amplitude of the oscillation 

( δi ), ( iv ) scaling parameter ( θ ), ( v ) strength of the dependence of 
coupling on distance ( α), ( vi ) modification parameters ( η1 and η2 ). 

The new dengue cases for j th region at t th month from the 

model (2.1) are given by, 

N 

j (t, ˆ θ ) = 

∫ t 
t−1 

pσH E 
j 
H 
(τ ) dτ, j = 1 , 2 , . . . , 5 . (4.1) 

where, ˆ θ consists of all the unknown parameters of the model 

(2.1) which are to be estimated. The sum of square function is 

given by, 

SS j ( ̂  θ ) = 

T ∑ 

k =1 

[ N 

j (t k ) − N 

j (t k , ˆ θ )] 2 , j = 1 , 2 , . . . , 5 . (4.2) 

where N 

j ( t k ) denotes the observed data at the t 
th 
k 

month and T is 

the number of data points. In our case T = 24 . 

The following procedure are used in estimating the unknown 

parameters: 

1. Using Latin-Hypercube-Sampling technique, 10 0 0 samples are 

drawn for the parameter set ˆ θ from biologically feasible ranges 

of the parameters. 

2. We use each sample as initial input to perform nonlinear least- 

square method to minimize the sum of square function defined 

in (4.2) and repeat this method 10 0 0 times. Consequently, we 

obtain 10 0 0 samples of ˆ θ which minimize the sum of error 

function SS j ( ̂  θ ) . Nonlinear least-square is done by using MAT- 

LAB (Mathworks, R2015a) in-built optimizer function lsqcurve- 

fit. 

3. Out of these 10 0 0 samples of the parameter ˆ θ we select that ˆ θ
for which the sum of square function attains minimum value. 

Then we use this ˆ θ as initial guess for obtaining 10 0,0 0 0 

posterior MCMC samples by using Delayed Rejection Adaptive 

Metropolis Hastings (DRAM) algorithm ( Haario et al., 2001; 

2006 ). Gewekes Z-scores have been examined for the conver- 

gence of the MCMC chain. 

The model fitting to the monthly dengue new cases data for 

the five regions of Kolkata is depicted in the Fig. 2 . The estimated 

parameters values are listed in Table 4 . 

5. Intervention settings 

As discussed in Section 3 , we intend to apply the following 

three adult mosquito controls to reduce the dengue prevalence: 

Fig. 2. Model fitting to monthly dengue cases from five regions of Kolkata. Blue circles are the discrete data points and solid black curve is the model solution. Shaded 

region represent 95% confidence interval. 
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Table 4 

Estimated parameters of the model (2.1) . Mean and their 95% confi- 

dence interval are given for each of the estimated parameter. 

Estimated parameters Mean 95% confidence interval 

p 0.0056 (0.0 030,0.0 096) 

b 01 14.4533 (11.5478,17.9077) 

b 02 13.2803 (10.5869,16.6023) 

b 03 16.4240 (13.3539,20.5016) 

b 04 13.8725 (11.0177,17.3072) 

b 05 13.7472 (10.8592,16.9563) 

δ01 0.5075 (0.3286,0.6785) 

δ02 0.578 (0.4005,0.6923) 

δ03 0.3493 (0.3049,0.4061) 

δ04 0.5741 (0.4026,0.6907) 

δ05 0.5965 (0.4387,0.6934) 

θ 2.2778E-06 (1.2691E-06,2.9482E-06) 

α 2.0931 (2.0061,2.2685) 

η1 0.2308 (0.0485,0.4372) 

η2 0.6296 (0.2878,0.9361) 

C1. Use of ultra-low volume spray of insecticides. 

C2. Treatment of surface and materials with insecticides. 

C3. Use of lethal ovitraps. 

In this study, we want to evaluate the efficiency of these three 

mosquito controls when they are applied separately as well as 

simultaneously. Therefore, we propose the following intervention 

settings: 

I1. Application of C1 only. 

I2. Application of C2 only. 

I3. Use of C3 only. 

I4. Simultaneous application of C1 and C2 

I5. Simultaneous application of C2 and C3 . 

I6. Simultaneous application of C1 and C3 . 

I7. Simultaneous application of C1, C2 , and C3 . 

Due to resource constraints, complications in implementing in- 

terventions strategies and other economic limitations, it is not al- 

ways feasible to implement the control strategies in the whole 

space of a dengue prone region. Moreover, since the regions are 

connected through human migration and human population play a 

key role in spreading the disease over different parts of a city or 

country ( Adams and Kapan, 2009 ), it becomes interesting and es- 

sential to study how the impact of intervention strategies is propa- 

gated over the regions in such a spatially connected scenario. More 

specifically, we want to study that if the intervention strategies are 

applied to a fewer regions instead of all, how much dengue preva- 

lence would be reduced in the regions where interventions are ap- 

plied and also in the regions where interventions are not applied. 

To study this, we first single out those regions where dengue en- 

demicity is higher and apply the intervention strategies to these 

regions only. The regions for which the case fraction is higher than 

the population fraction, we consider those regions to have higher 

endemicity ( Mubayi et al., 2010 ). For a particular region, the case 

fraction is obtained by dividing the cases reported in that region 

by the total cases reported in all the regions and in a similar man- 

ner population fraction can also be calculated. The case fraction 

and population fraction for the five regions of Kolkata for the first 

one year are presented in the Table 5 , from where we can see that 

Region 3 and Region 5 are the regions where high endemicity is 

observed for the first one year. We now apply all the intervention 

settings to Region 3 and Region 5 at the beginning of the subse- 

quent year and continue it throughout the year to study the con- 

sequences of the application of these interventions settings. 

Table 5 

Case fraction and population fraction for the five re- 

gions of Kolkata. The regions with high endemicity 

are marked bold. 

Region Case fraction Population fraction 

Region 1 0.074 0.140 

Region 2 0.173 0.323 

Region 3 0.172 0.112 

Region 4 0.192 0.231 

Region 5 0.386 0.192 

5.1. Effectiveness of control strategies 

In this section, the consequences of the intervention strategies 

are discussed. 

5.1.1. Use of ultra-low volume spray of insecticides 

The ultra-low-volume spray of insecticides (ULV) are applied to 

Region 3 and Region 5. Since this control looses its efficiency after 

one day, we consider a weekly application of this control which is 

indeed a practically feasible consideration. Therefore, the first ap- 

plication is done at the beginning of the second year and the next 

application is executed after 7 days of first application. Continu- 

ing this application process throughout the year, ULV is applied 52 

times to reduce mosquito population (see Fig. 6 A). We choose the 

ULV spray having high efficacy i.e the value of κ1 is taken to be 

0.9 in the numerical simulation. As a consequence of applying this 

intervention strategy, it reduces 2.9% and 3.1% cumulative dengue 

case the Region 3 and Region 5 (see Fig. 3 A). For the remaining 

three regions (Region 1, Region 2 and Region 4), it reduces 2.5%, 

2.8%, and 2.7% cumulative cases respectively. The impact of this 

intervention on dengue prevalence over time in the five regions of 

Kolkata is depicted in Fig. 5 . This intervention reduces overall 2.9% 

cumulative cases when all the regions are taken into account (see 

Fig. 4 ). 

5.1.2. Treatment of surface and materials with insecticides 

The intervention is also applied to the high endemicity regions 

(i.e Region 3 and Region 5) at the beginning of the second year. 

Since it persists in the environment up to 6 months, the strategy 

is applied twice in a year in our study (see Fig. 6 B). The first ap- 

plication is executed at the beginning of the first month and the 

second application is done at the beginning of the seventh month. 

It reduces 55% cumulative cases in Region 3 and 54.8% cases in 

Region 5 whereas the cases reduction in the remaining regions are 

40.2%, 44.7%, and 43.7% respectively (see Fig. 3 B). Overall cumula- 

tive cases reduction by this strategy is 49.1% (see Fig. 4 ). The time 

evolution of the cumulative cases with and without this control 

strategy in the five regions is presented in Fig. 5 . 

5.1.3. Use of lethal ovitraps 

The environment persistence of this control is 4 months. There- 

fore it is applied thrice in a year (see Fig. 6 C). The first application 

is done at the start of the first month and the next two applica- 

tions are executed at the beginning of fifth and ninth month re- 

spectively. As a result this control reduces 53.6% and 53.1% cumu- 

lative cases in Region 3 and Region 5 respectively and 39.5%, 44.2%, 

and 43.1% cases reduction are observed in the remaining three re- 

gions (see Fig. 3 C). However it reduces overall 48% dengue cases 

(see Fig. 4 ). The effect of this intervention strategy over the time is 

shown in Fig. 5 . 

5.1.4. Simultaneous application of ULV and treatment of surface and 

materials 

In this intervention setting both the controls: ULV spray of in- 

secticides and treatment of surface and materials are applied 52 
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Fig. 3. (A–G) box-plot of Relative cumulative cases reduction in the different regions of Kolkata under different intervention settings I1-I7 respectively. The symbols R1, R2, 

R3, R4, R5 denote the same defined in Fig. 1 . The number adjacent to each box-plot represent the median of that box-plot. 

Fig. 4. Box-plot of relative total cumulative cases reduction under the intervention settings I1-I7. The number adjacent to each box-plot represent the median of that 

box-plot. 
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Fig. 5. Time evolution of cumulative infected cases in different regions. I1-I7 represent the different intervention settings. NI denotes No Intervention. The zoomed in figures 

are displayed in the insets. 

times and 2 times respectively. The reduction of cases by applying 

this intervention setting in Region 3 and Region 5 are 56.9% and 

56.7% respectively. It also reduces 42.1% cases in Region 1, 46.7% 

cases in Region 2, and 45.5% cases in Regions 4 (see Fig. 3 D). The 

total cases reduction by this intervention setting is 51% (see Fig. 4 ). 

The dynamics of cumulative cases after and before applying this 

control in the five regions is given in Fig. 5 . 

5.1.5. Simultaneous application of surface & material treatment and 

lethal ovitraps 

The treatment of surface and materials with insecticides is ap- 

plied twice and lethal ovitraps are used thrice in this intervention 

setting. The outcome of applying this intervention setting is that 

it reduces by 71.6% the total cases in the five regions (see Fig. 4 ). 

It reduces by 78.4% the total cases in Region 3 and 77.5% the to- 

tal cases in Region 5. The cases reductions in the remaining three 

regions are 60.8%, 66.8%, and 65.7% respectively (see Fig. 3 E). The 

variation in cumulative cases over time in the five regions when 

this control strategy is applied is depicted in Fig. 5 . 

5.1.6. Simultaneous application of ULV and lethal ovitraps 

The simultaneous application of ULV and lethal ovitraps reduces 

56% cases in Region 3 and 55.3% cases in Region 5 respectively. In 

the remaining regions the reduction is appeared to be 41.6%, 46.2%, 

and 45.1% respectively (see Fig. 3 F). Total cases reduction by this 

interventions setting is 50.2% (see Fig. 4 ). Fig. 5 shows the compar- 

ison between the dynamics of cumulative cases in the five regions 

after and before applying the intervention. 

5.1.7. Simultaneous application of ULV, treatment with insecticides 

and lethal ovitraps 

In this intervention setting, ULV spray, treatment of surface and 

materials and use of lethal ovitraps are applied 52 times, 2 times 

and 3 times respectively. This combined application reduces total 

72.7% cumulative cases (see Fig. 4 ). The cases in the Region 3 and 

Region 5 are reduced by 79.7% and 78.7% after the application of 

this intervention setting (see Fig. 3 G). In the regions: Region 1 and 

Region 2 and Region 4 the reductions in cases are 61.2%, 68.2% 

and 65.6% respectively (see Fig. 3 G). The time series of cumula- 
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Fig. 6. (A) Control profile over time (only for first month and last month) of the intervention: application of ULV spray of insecticides. (B) Control profile over time of the 

intervention: insecticide treatment of surface and materials. (C) Control profile over time of the intervention: lethal ovitraps. 

tive dengue cases after the application of this intervention setting 

in the five regions is presented in Fig. 5 . 

6. Discussion and conclusion 

We formulated a general multi-patch non-autonomous trans- 

mission model to capture the temporal and spatial dynamics of 

dengue disease. Our model is fitted to the monthly dengue cases 

of Kolkata during the period January, 2014–December, 2015 and 

estimated several unknown model parameters. Using the esti- 

mated parameter values, the estimate of basic reproduction num- 

ber ( R 0 ) (see Appendix B for detail formulation) is 1.106 (1.081–

1.138) [mean(95%CI)], which implies that the endemic situation of 

Kolkata is well captured by our model. We considered three adult 

mosquito control strategies which are actually available and al- 

ready applied in some dengue prone countries ( Ditsuwan et al., 

2012; Perich et al., 20 0 0; Kroeger et al., 2006; Perich et al., 2003 ). 

We proposed intervention settings by considering the application 

of the strategies to the high dengue endemic regions, one at a 

time as well as simultaneously. To evaluate the impact and effi- 

ciency of the intervention settings, we considered an additional 

time-dependent death rate of mosquito population due to the ap- 

plication of the control, based on their efficacy and environment 

persistence. 

We analyzed the influence of spatial coupling on the impact of 

the interventions settings considered in our study. It is observed 

that, though the intervention strategies are applied to Region 3 

and Region 5 only, the spatial connectedness through human mi- 

gration make it possible to reduce the cases significantly in those 

regions (i.e Region 1, Region 2 and Region 4) as well where in- 

terventions are not applied yet (see Fig. 3 A–G). It is also observed 

that, among the three regions (Region 1, Region 2 and Region 4), 

reduction of cases in Region 1 is low in compared to the other 

two regions (see Fig. 3 A–G). The Region 1 is not directly connected 

to both the regions (Region 3 and Region 5) (see Fig. 1 ) and this 

might be the reason behind the low reduction of cases in Region 1 

compared to the other regions. Therefore, the role of spatial cou- 

pling in the effectiveness of interventions is well reflected from our 

study. Such utilization of spatial connectedness in dengue control 

was not studied previously. 

From our study, it is observed that among the three control 

strategies, use of ULV spray has the least impact in reducing cases 

whereas the treatment of surface and materials reduces maximum 

cases (see Figs. 3 A–C and 4 ). The performance of the use of lethal 

ovitraps is also better than that of ULV spray but slightly less than 

the treatment of surface and material. The observations regarding 

the performance of ULV spray are in accordance with the previous 

experimental and theoretical studies ( Gratz, 1991; Luz et al., 2009; 

Newton and Reiter, 1992 ) where it has been shown that ULV spray 

is not so effective in reducing the abundance of Aedes mosquito 

population. The environment persistence of the ULV spray is very 

low (1 day) whereas the environment persistence of lethal ovitrap 

and treatment of surface and materials are 3 months and 4 months 

respectively. This provides the indication that higher environment 

persistence of a control strategy gives better performance in reduc- 

ing cases. Among all the seven intervention settings, combined ap- 

plication of all the three control strategies (i.e Intervention setting 

7 (I7)) naturally reduces maximum cases (see Figs. 3 D–G and 4 ). 

The implications of our study might help the public health de- 

partments of a dengue-prone region in implementing such inter- 
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vention strategies. We also recommend that the implementation 

of such adult mosquito control strategies should be initiated in the 

dengue endemic cities like Kolkata to prevent the further invasion 

of dengue disease. 

Although our model captures the transmission dynamics of 

dengue in a spatially connected scenario, it would be more inter- 

esting to study the effect of control strategies if the temperature 

and rainfall are incorporated explicitly into the model additionally. 

We leave such extensions as future study. 
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Appendix A. Boundedness of the solution 

Theorem 1. For the solutions (S i 
H 
, E i 

H 
, I i 

H 
, A i 

H 
, R i 

H 
, S i 

M 

, I i 
M 

) of 

the system (2.1) there exists L > 0 and T 1 > 0 such that 

(S i 
H 
, E i 

H 
, I i 

H 
, A i 

H 
, R i 

H 
, S i 

M 

, I i 
M 

) ≤ (L, L, L, L, L, L, L ) (i.e the solutions are 

uniformly and ultimately bounded in R 

7 n + ) 

Proof. We add all the equations related to human population 

which gives zero. 
d 
dt 

(S i 
H 

+ E i 
H 

+ I i 
H 

+ A i 
H 

+ R i 
H 
) = 0 , for i = 1 , 2 , . . . , n, which gives 

H 

i (t) = H 

i (0) , ∀ t ≥ 0 . This implies that the total human popula- 

tion in each patch is constant over the time. So, we have S i 
H 
(t) ≤

H 

i (0) , E i 
H 
(t) ≤ H 

i (0) , I i 
H 
(t) ≤ H 

i (0) , A i 
H 
(t) ≤ H 

i (0) , R i 
H 
(t) ≤ H 

i (0) , 

for i = 1 , 2 , . . . , n and ∀ t ≥0. 

Now from the last two equations of the system (2.1) we get, 
d 
dt 

(M 

i (t)) ≤ �i 
M 

− μM 

M 

i (t) , where M 

i (t) = S i 
M 

(t) + I i 
M 

(t) By us- 

ing comparison theorem from Lakshmikantham et al. (1989) , there 

exists T 1 > 0 such that M 

i (t) ≤ �i 
M 

μM 
, for all t ≥ T 1 and for all i . 

Let L i = max 
i 

{ H 

i (0) , 
�i 

M 
μM 

} and L = max { L i } . Then it follows 

that, S i 
H 
(t) ≤ L, E i 

H 
(t) ≤ L, I i 

H 
(t) ≤ L, A i 

H 
(t) ≤ L, R i 

H 
(t) ≤ L, for 

i = 1 , 2 , . . . , n and for all t ≥ T 1 . Hence the solutions of (2.1) are 

uniformly and ultimately bounded in R 

7 n + . �

Appendix B. Basic reproduction number and local stability of 

disease free equilibrium 

Theorem 2. If the basic reproduction number R 0 < 1 , then the dis- 

ease free equilibrium E 0 is locally asymptotically stable and it is un- 

stable whenever R 0 > 1 . 

Proof. The model (2.1) has a unique disease free equilibrium (DFE). 
The equilibrium is given by, 

E 0 = 

(
H 1 , 0 , 0 , 0 , 0 , 

�1 
M 

μM 

, 0 , H 2 , 0 , 0 , 0 , 0 , 
�2 

M 

μM 

, 0 , . . . , H n , 0 , 0 , 0 , 0 , 
�n 

M 

μM 

, 0 

)

In order to study the local stability of the disease free equilib- 

rium E 0 , we first calculate the basic reproduction number ( R 0 ), an 

important epidemiological quantity in determining disease persis- 

tence. The basic reproduction number for our time-periodic com- 

partmental model (2.1) is calculated following the procedure given 

by ( Wang and Zhao, 2008 ). Here, the new infection matrix is de- 

noted by F ( t ) and given by, 

F = 

⎡ 

⎢ ⎣ 

O n ×n O n ×n O n ×n A n ×n 

O n ×n O n ×n O n ×n O n ×n 

O n ×n O n ×n O n ×n O n ×n 

B n ×n C n ×n D n ×n O n ×n 

⎤ 

⎥ ⎦ 

where, the matrices A , B, C, D are given by the following matri- 

ces, 

A = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

b 1 (t) βH b 2 (t) βH ε12 
H 1 

H 2 
· · · b n (t) βH ε1 n 

H 1 

H n 

b 1 (t) βH ε21 
H 2 

H 1 
b 2 (t) βH · · · b n (t) βH ε2 n 

H 2 

H n 

. . . 
. . . 

. . . 
. . . 

b 1 (t) βH εn 1 
H n 

H 1 
b 2 (t) βH εn 2 

H n 

H 2 
· · · b n (t) βH 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

B = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

η1 b 1 (t) βM �
1 
M 

H 1 μM 

η1 b 1 (t) βM ε12 �
1 
M 

H 1 μM 
· · · η1 b 1 (t) βM ε1 n �

1 
M 

H 1 μM 

η1 b 2 (t) βM ε21 �
2 
M 

H 2 μM 

η1 b 2 (t) βM �
2 
M 

H 2 μM 
· · · η1 b 2 (t) βM ε2 n �

2 
M 

H 2 μM 

. . . 
. . . 

. . . 
. . . 

η1 b n (t) βM εn 1 �
n 
M 

H n μM 

η1 b n (t) βM εn 2 �
n 
M 

H n μM 
· · · η1 b n (t) βM �

n 
M 

H n μM 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

C = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

b 1 (t) βM �
1 
M 

H 1 μM 

b 1 (t) βM ε12 �
1 
M 

H 1 μM 
· · · b 1 (t) βM ε1 n �

1 
M 

H 1 μM 

b 2 (t) βM ε21 �
2 
M 

H 2 μM 

b 2 (t) βM �
2 
M 

H 2 μM 
· · · b 2 (t) βM ε2 n �

2 
M 

H 2 μM 

. . . 
. . . 

. . . 
. . . 

b n (t) βM εn 1 �
n 
M 

H n μM 

b n (t) βM εn 2 �
n 
M 

H n μM 
· · · b n (t) βM �

n 
M 

H n μM 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

D = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

η2 b 1 (t) βM �
1 
M 

H 1 μM 

η2 b 1 (t) βM ε12 �
1 
M 

H 1 μM 
· · · η2 b 1 (t) βM ε1 n �

1 
M 

H 1 μM 

η2 b 2 (t) βM ε21 �
2 
M 

H 2 μM 

η2 b 2 (t) βM �
2 
M 

H 2 μM 
· · · η2 b 2 (t) βM ε2 n �

2 
M 

H 2 μM 

. . . 
. . . 

. . . 
. . . 

η2 b n (t) βM εn 1 �
n 
M 

H n μM 

η2 b n (t) βM εn 2 �
n 
M 

H n μM 
· · · η2 b n (t) βM �

n 
M 

H n μM 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

. 

The transmission matrix is denoted by V ( t ) and given by, 

V = 

⎡ 

⎢ ⎢ ⎢ ⎣ 

(σH + μH ) I n ×n O n ×n O n ×n O n ×n 

(−pσH ) I n ×n (γH + μH ) I n ×n O n ×n O n ×n 

−(1 − p) σH I n ×n O n ×n (γH + μH ) I n ×n O n ×n 

O n ×n O n ×n O n ×n μM I n ×n 

⎤ 

⎥ ⎥ ⎥ ⎦ 

Let Z ( t, s ), t ≥ s denote the evolution operator of the linear pe- 

riodic system with period ω: dz 
d t 

= −V (t) z. The evolution operator 

Z ( t, s ) satisfies the following equation, d 
dt 
Z(t, s ) = −V (t ) Z(t , s ) for 

all t ≥ s and Z(s, s ) = I, where I is the identity matrix of order 4 n . 

Let C ω be the ordered Banach space of all ω-periodic functions 

from R to R 

4 n which is equipped with maximum norm ‖·‖ . Now 

consider the linear operator L : C ω → C ω by, 

(Lφ)(t) = 

∫ + ∞ 

0 Z(t, t − a ) F (t − a ) φ(t − a ) da . We call the opera- 

tor L , the next infection operator. The basic reproduction number 

R 0 is defined as the spectral radius of L ( Wang and Zhao, 2008 ), 

R 0 = ρ(L ) , where ρ( A ) denotes the spectral radius of the matrix A . 

We can calculate the numerical value of R 0 for our model (2.1) us- 

ing the following procedure: 

Consider the linear ω periodic system 

dw 
dt 

= (−V (t) + 

F (t) 
λ

) w, 

t ∈ R with λ∈ (0, ∞ ). Let W ( t, λ) be the fundamental matrix of the 

above linear system. It is easy to observe that the two matrices 

F ( t ) and −V (t) are non-negative and cooperative respectively. As a 
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consequence, ρ( W ( ω, λ)) is continuous and non-increasing in λ in 

the interval (0, ∞ ) and also lim λ→ ∞ 

ρ( W ( ω, λ)) < 1. Before going 

to present the main result regarding the local stability of DFE, we 

first give two more results following ( Wang and Zhao, 2008 ). First 

of all it can be easily verified that the system (2.1) satisfies all the 

assumptions (A (1) − A (7)) presented in ( Wang and Zhao, 2008 ). 

Therefore, the following two results are valid for our system (2.1) . 

�

Lemma 1. (Theorem 2.1 in ( Wang and Zhao, 2008 )) Let all the as- 

sumptions (A (1) − A (7)) made in ( Wang and Zhao, 2008 ) are satis- 

fied by the system (2.1) . Then the following three statements are true: 

( i ) If the equation ρ(W (ω, λ)) = 1 has a positive solution λ̄, then 

λ̄ is an eigenvalue of the next infection operator L and hence 

R 0 > 0 . 

( ii ) If R 0 > 0 , then λ = R 0 is the unique solution of ρ(W (ω, λ)) = 

1 . 

( iii ) R 0 = 0 if and only if ρ( W ( ω, λ)) < 1 for all λ> 0 

Lemma 1 is used to calculate the basic reproduction number R 0 

numerically. 

Lemma 2. (Theorem 2.2 in ( Wang and Zhao, 2008 )) Let all the as- 

sumptions (A (1) − A (7)) made in ( Wang and Zhao, 2008 ) be satisfied 

by the system (2.1) . Then the following three statements are true: 

( i ) R 0 = 1 if and only if ρ(�F −V (ω) ) = 1 . 

( ii ) R 0 > 1 if and only if ρ(�F −V (ω) ) > 1 . 

( iii ) R 0 < 1 if and only if ρ(�F −V (ω) ) < 1 . 

From Lemma 2 , it follows that, If the basic reproduction number 

R 0 < 1 , then the disease free equilibrium E 0 is locally asymptoti- 

cally stable and it is unstable whenever R 0 > 1 . 

Appendix C. Global stability of disease free state 

Theorem 3. If the basic reproduction number R 0 < 1 , then the dis- 

ease free equilibrium E 0 is globally asymptotically stable. 

Let us consider a system of linear non-autonomous ordinary 

differential equation 

dz 

d t 
= Z(t) z (C.1) 

where, Z ( t ) is a k × k matrix function having the properties: con- 

tinuous, irreducible, cooperative, and ω periodic. Let �Z (.) ( t ) be 

the fundamental matrix of the system (C.1) and hence �Z (.) ( ω) be 

the monodromy matrix with spectral radius ρ( �Z (.) ( ω)). By Perron- 

Frobenius, ρ( �Z (.) ( ω)) turns out to be the principal eigenvalue of 

�Z (.) ( ω) ( Aronsson and Kellogg, 1978; Hirsch, 1985 ). We state a re- 

sult given by Zhang et al. ( Zhang and Zhao, 2007 ) which is helpful 

to establish the global stability of the DFE, E 0 . 

Lemma 3. (Lemma 2.1 in ( Zhang and Zhao, 2007 )). Let s̄ = 

1 
ω lnρ(�Z(. ) (ω)) . Then there exists a function f ( t ) which is positive, 

ω- periodic such that e ̄s t f (t) is a solution of the system (C.1) . 

We now prove the main theorem: 

Proof. We first consider the infected compartments from the sys- 
tem (2.1) . Hence, taking 2 nd , 3 rd , 4 th , and the last equations of 

(2.1) and considering the inequalities S i 
H 
(t) ≤ H 

i , S i 
M 

(t) ≤ �i 
M 

μM 
(i = 

1 , 2 . . . , n ) for all t ≥0, we have the following: 

dE i H 
dt 

= βH S 
i 
H ( 

b i (t) 

H 

i 
I i M + 

n ∑ 

j=1 
j � = i 

εi j 
b j (t) 

H 

j 
I j 
M 
) − (σH + μH ) E 

i 
H , 

≤ βH 

(
b i (t) I 

i 
M + 

n ∑ 

j=1 
j � = i 

εi j b j (t) 
H 

i 

H 

j 
I j 
M 

)
− (σH + μH ) E 

i 
H , 

dI i H 
dt 

= pσH E 
i 
H − (μH + γH ) I 

i 
H , 

dA i H 
dt 

= (1 − p) σH E 
i 
H − (μH + γH ) A 

i 
H , 

dI i M 
dt 

= b i (t) βM S 
i 
M 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 
+ 

n ∑ 

j=1 
j � = i 

εi j 
( I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)

−μM I 
i 
M , 

≤ b i (t) βM 
�M 

μM 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 
+ 

n ∑ 

j=1 
j � = i 

εi j 
(I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)

−μM I 
i 
M 

(C.2) 

We now consider the following auxiliary equations: 

dE i H 
dt 

= βH 

(
b i (t) I 

i 
M + 

n ∑ 

j=1 
j � = i 

εi j b j (t) 
H 

i 

H 

j 
I j 
M 

)
− (σH + μH ) E 

i 
H , 

dI i H 
dt 

= pσH E 
i 
H − (μH + γH ) I 

i 
H , 

dA i H 
dt 

= (1 − p) σH E 
i 
H − (μH + γH ) A 

i 
H , 

dI i M 
dt 

= b i (t) βM 

�M 

μM 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 
+ 

n ∑ 

j=1 
j � = i 

εi j 
(I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)

−μM I 
i 
M 

(C.3) 

The above system can be written as, dZ 
dt 

= (F (t) −V (t)) Z, where 

Z is a column vector containing the state variables, i.e Z = 

[ E 1 H , E 
2 
H , . . . , E 

n 
H 
, I 1 H , I 

2 
H , . . . , I 

n 
H 
, A 1 H , A 

2 
H , . . . , A 

n 
H 
, I 1 M 

, I 2 M 

, . . . , I n 
M 

] t . 

Now Lemma 3 can be applied to the system (C.3) because the 

matrix (F (t) −V (t)) is continuous, irreducible, and cooperative. 

Therefore, by using Lemma 3 , the existence of a ω-periodic func- 

tion Z̄ (t) such that Z(t) = e ̄s t Z̄ (t) is a solution of the system (C.3) is 

assured, where s̄ = 

1 
ω lnρ(�F (. ) −V (. ) (ω)) . Now by Lemma 2 , R 0 < 1 

implies that ρ(�F (. ) −V (. ) (ω)) < 1 . Therefore, it turns out that s̄ is 

a negative quantity and as a consequence Z ( t ) → 0 as t → ∞ . This 

means that the for i = 1 , 2 , . . . , n, E i 
H 

→ 0 , I i 
H 

→ 0 , A i 
H 

→ 0 , I i 
M 

→ 0 

as t → ∞ . It follows from the theory of asymptotic autonomous 

systems ( Thieme, 1992 ) that the S i 
H 

→ H 

i , R i 
H 

→ 0 , S i 
M 

→ 

�i 
M 

μM 
as 

t → ∞ . Hence E 0 is globally asymptotically stable whenever R 0 < 1 . 

�

Appendix D. Persistence of the solution of the model 2.1 

Theorem 4. The solution of the system (2.1) is uniformly persistent 

if R 0 > 1 . That means there exists κ > 0 such that the solution of 

the system (2.1) satisfies lim in f t→∞ 

E i 
H 
(t) ≥ κ, lim in f t→∞ 

I i 
H 
(t) ≥

κ, lim in f t→∞ 

A i 
h 
(t) ≥ κ, and lim in f t→∞ 

I i 
M 

(t) ≥ κ for i = 1 , 2 , . . . , n, 

whenever the initial conditions are taken from the set I = 

{ (S i 
H 
(0) , E i 

H 
(0) , I i 

H 
(0) , A i 

H 
(0) , R i 

H 
(0) , S i 

M 

(0) , I i 
M 

(0)) ∈ R 

7 n + : E i H (0) > 

0 , I i 
H 
(0) > 0 , A i 

H 
(0) > 0 , I i 

M 

(0) > 0 } . 
Proof. We first consider the following sets, K = R 

7 n + , K 0 = 

{ (S i 
H 
, E i 

H 
, I i 

H 
, A i 

H 
, R i 

H 
, S i 

M 

, I i 
M 

) ∈ R 

7 n + : E i H > 0 , I i 
H 

> 0 , A i 
H 

> 0 , I i 
M 

> 0 } , 
and ∂K 0 = K\ K 0 . 

Consider a Poincar ̀e map P : K → K which satisfies P (x 0 ) = 

f (ω, x 0 ) , for all x 0 ∈ K , and f ( t, x 0 ) is the unique solution of 

(2.1) with f (0 , x 0 ) = x 0 . 
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From (2.1) , it can be easily seen that K and K 0 are positively in- 

variant and ∂K 0 is relatively closed in K . Also from Theorem 1 , the 

solutions of the system (2.1) is uniformly and ultimately bounded. 

This implies that the Poincar ̀e map P is point dissipative and com- 

pact on K . By using the Theorem 1.1.3 in ( Zhao et al., 2003 ), the 

existence of a global attractor of P is confirmed. 

Let us define the set K ∂ as: 

K ∂ = { (S i H (0) , E i H (0) , I i H (0) , A i H (0) , R i H (0) , S i M 

(0) , I i M 

(0)) 

∈ ∂K 0 : P 
k (X ) ∈ ∂K 0 , k ≥ 0 } . 

We claim that K ∂ = { (S i 
H 
, 0 , 0 , 0 , R i 

H 
, S i 

M 

, 0) : S i 
H 

≥ 0 , R i 
H 

≥ 0 , S i 
M 

≥ 0 } . 
To prove this set equality, we have to show only that, K ∂ ⊆

{ (S i 
H 
, 0 , 0 , 0 , R i 

H 
, S i 

M 

, 0) : S i 
H 

≥ 0 , R i 
H 

≥ 0 , S i 
M 

≥ 0 } . 
Let (S i 

H 
(0) , E i 

H 
(0) , I i 

H 
(0) , A i 

H 
(0) , R i 

H 
(0) , S i 

M 

(0) , I i 
M 

(0)) ∈ ∂K 0 \{ (S i H , 
0 , 0 , 0 , R i 

H 
, S i 

M 

, 0) : S i 
H 

≥ 0 , R i 
H 

≥ 0 , S i 
M 

≥ 0 } . Now if E i 
H 
(0) = 

0 , I i 
H 
(0) > 0 , A i 

H 
(0) > 0 , I i 

M 

(0) > 0 , then from the 2 nd equation of 

(2.1) we have, ˙ E i 
H 
(0) = βH S 

i 
H 
(0)( 

b 0 i 
H i 

I i 
M 

(0) + 

∑ n 
j=1 εi j 

b 0 j 

H j 
I 
j 
M 

(0)) > 0 , 

this implies E i 
H 
(0) > 0 , a contradiction. In a similar manner, we can 

get such contradictions for the remaining cases also. Therefore, if 

(S i 
H 
(0) , E i 

H 
(0) , I i 

H 
(0) , A i 

H 
(0) , R i 

H 
(0) , S i 

M 

(0) , I i 
M 

(0)) / ∈ { (S i 
H 
, 0 , 0 , 0 , 

R i 
H 
, S i 

M 

, 0) : S i 
H 

≥ 0 , R i 
H 

≥ 0 , S i 
M 

≥ 0 } then 
(S i 

H 
(0) , E i 

H 
(0) , I i 

H 
(0) , A i 

H 
(0) , R i 

H 
(0) , S i 

M 

(0) , I i 
M 

(0)) / ∈ ∂K 0 . This im- 

plies that K ∂ ⊆ { (S i 
H 
, 0 , 0 , 0 , R i 

H 
, S i 

M 

, 0) : S i 
H 

≥ 0 , R i 
H 

≥ 0 , S i 
M 

≥ 0 } and 
thus K ∂ = { (S i 

H 
, 0 , 0 , 0 , R i 

H 
, S i 

M 

, 0) : S i 
H 

≥ 0 , R i 
H 

≥ 0 , S i 
M 

≥ 0 } . 
Now E 0 is a fixed point of P in K ∂ . Any solution of the system 

(2.1) starting from K ∂ will remain in the set K ∂ . 

Our next job is to show W 

s (E 0 ) ∩ K 0 = ∅ , where W 

s (E 0 ) is the 
stable set of E 0 in order to show that {E 0 } is isolated invariant sub- 
set of K ∂ . 

Let x 0 = (S i 
H 
(0) , E i 

H 
(0) , I i 

H 
(0) , A i 

H 
(0) , R i 

H 
(0) , S i 

M 

(0) , I i 
M 

(0)) ∈ K 0 , 

then ∀ ε1 ∈ (0 , max { max { H 

i (0) , 
�i 

M 
μM 

}} ) , ∃ κ1 > 0 such that ∀ x 0 ∈ K 0 

with ‖ x 0 − E 0 ‖≤ κ1 , ‖ f (t, x 0 ) − f (t, E 0 ) ‖≤ ε1 , ∀ t ∈ [0 , ω] . To 

show that x 0 ∈ K 0 ⇒ x 0 / ∈ W 

s (E 0 ) , we have to show limsup k →∞ 

d(P k (x 0 ) , E 0 ) ≥ κ1 for some k > 0. If not, then there exist x 0 ∈ K 0 
such that limsup k →∞ 

d(P k (x 0 ) , E 0 ) < κ1 , for all k > 0, which implies 

that, ‖ f (t, P k (x 0 )) − f (t, E 0 ) ‖≤ ε1 , for all t ∈ [0, ω]. 

For t ≥0, let t = kω + ́t , where t́ ∈ [0 .ω] and k = [ t ω ] . Thus, we 

get, ‖ f (t, P k (x 0 )) − f (t, E 0 ) ‖ = ‖ f ( ́t , P k (x 0 )) − f ( ́t , E 0 ) ‖ < ε1 for all 
t ∈ [0, ω]. 

In the above equation, we replace f ( t, x 0 ) by 

(S i 
H 
(t) , E i 

H 
(t) , I i 

H 
(t) , A i 

H 
(t) , R i 

H 
(t) , S i 

M 

(t) , I i 
M 

(t)) . Then we have, 

∀ t ≥0, H 

i (0) − ε1 ≤ S i 
H 
(t) ≤ H 

i (0) + ε1 , 0 ≤ E i 
H 
(t) ≤ ε1 , 0 ≤ I i 

H 
(t) ≤

ε1 , 0 ≤ A i 
H 
(t) ≤ ε1 , 0 ≤ R i 

H 
(t) ≤ ε1 , 

�i 
M 

μM 
− ε1 ≤ S i 

M 

(t) ≤ �i 
M 

μM 
+ ε1 , 0 ≤

I i 
M 

(t) ≤ ε1 . Using the above inequalities in (2.1) , we have the 

following: 

dE i H 
dt 

≥ βH (H 

i (0) − ε1 )( 
b i (t) 

H 

i 
I i M 

+ 

n ∑ 

j=1 
j � = i 

εi j 
b j (t) 

H 

j 
I j 
M 

) − (σH + μH ) E 
i 
H , 

dI i H 
dt 

= pσH E 
i 
H − (μH + γH ) I 

i 
H , 

dA i H 
dt 

= (1 − p) σH E 
i 
H − (μH + γH ) A 

i 
H , 

dI i M 

dt 
≥ b i (t) βM 

(
�i 

M 

μM 

− ε1 

)

×
(
d 
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H 

i 
+ 

n ∑ 

j=1 
j � = i 

εi j 
(I j 

H 
+ η1 E 

j 
H 

+ η2 A 
j 
H 
) 

H 

i 

)

−μM 

I i M 

, (D.1) 

Now let, 

M 

ε1 = 

⎡ 

⎢ ⎣ 

O O O A 

ε1 

O O O O 

O O O O 

B 

ε1 C ε1 D 

ε1 O 

⎤ 

⎥ ⎦ 

where, 

A 

ε1 = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

ε1 b 1 (t) βH 

H 

1 

ε1 b 2 (t) βH ε12 
H 

2 
· · · ε1 b n (t) βH ε1 n 

H 

n 

ε1 b 1 (t) βH ε21 
H 

1 

ε1 b 2 (t) βH 

H 

2 
· · · ε1 b n (t) βH ε2 n 

H 

n 

. 

. 

. 
. 
. 
. 

. 

. 

. 
. 
. 
. 

ε1 b 1 (t) βH εn 1 
H 

1 

ε1 b 2 (t) βH εn 2 
H 

2 
· · · ε1 b n (t) βH 

H 

n 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

B ε1 = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

ε1 η1 b 1 (t) βM 

H 

1 

ε1 η1 b 1 (t) βM ε12 
H 

1 
· · · ε1 η1 b 1 (t) βM ε1 n 

H 

1 

ε1 η1 b 2 (t) βM ε21 
H 

2 

ε1 η1 b 2 (t) βM 

H 

2 
· · · ε1 η1 b 2 (t) βM ε2 n 

H 

2 

. 

. 

. 
. 
. 
. 

. 

. 

. 
. 
. 
. 

ε1 η1 b n (t) βM εn 1 
H 

n 

ε1 η1 b n (t) βM εn 2 
H 

n 
· · · ε1 η1 b n (t) βM 

H 

n 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

C ε1 = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

ε1 b 1 (t) βM 

H 

1 

ε1 b 1 (t) βM ε12 
H 

1 
· · · ε1 b 1 (t) βM ε1 n 

H 

1 

ε1 b 2 (t) βM ε21 
H 

2 

ε1 b 2 (t) βM 

H 

2 
· · · ε1 b 2 (t) βM ε2 n 

H 

2 

. 

. 

. 
. 
. 
. 

. 

. 

. 
. 
. 
. 

ε1 b n (t) βM εn 1 
H 

n 

ε1 b n (t) βM εn 2 
H 

n 
· · · ε1 b n (t) βM 

H 

n 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

D 

ε1 = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

ε1 η2 b 1 (t) βM 

H 

1 

ε1 η2 b 1 (t) βM ε12 
H 

1 
· · · ε1 η2 b 1 (t) βM ε1 n 

H 

1 

ε1 η2 b 2 (t) βM ε21 
H 

2 

ε1 η2 b 2 (t) βM 

H 

2 
· · · ε1 η2 b 2 (t) βM ε2 n 

H 

2 

. 

. 

. 
. 
. 
. 

. 

. 

. 
. 
. 
. 

ε1 η2 b n (t) βM εn 1 
H 

n 

ε1 η2 b n (t) βM εn 2 
H 

n 
· · · ε1 η2 b n (t) βM 

H 

n 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

. 

Now, by Lemma 2 , if R 0 > 1 , then ρ(�F −V (ω) ) > 1 . We 

choose ε1 sufficiently small such that ρ(�F −V −M 

ε1 (ω) ) > 1 . 

By Lemma 3 and comparison theorem in ( Smith and Walt- 

man, 1995 ), there is function g ( t ) which is positive and ω- 

periodic such that X ( t ) ≥ g ( t ) e st , where X = [ E i 
H 
, I i 

H 
, A i 

H 
, I i 

M 

] t and s = 

1 
ω lnρ(�F −V −M 

ε1 (ω)) > 0 . This immediately implies that E i 
H 
(t) → 

∞ , I i 
H 
(t) → ∞ , A i 

H 
(t) → ∞ , I i 

M 

(t) → ∞ , which is a contradiction in 

K ∂ and hence W 

s (E 0 ) ∩ K 0 = ∅ . By Theorem 1.3.1 and Theorem 3.1.1 

in ( Zhao et al., 2003 ), P is uniformly persistent and hence the so- 

lution of the system (2.1) is uniformly persistent in K if R 0 > 1 . 

�

Appendix E. Existence and global stability of periodic solution 

Theorem 5. The system of non-autonomous differential Eq. (2.1) have 

a positive ω-periodic solution which is globally asymptotically stable 

if R 0 > 1 . 

Proof. It has already been proved that the Poincar ̀e map P de- 

fined in Theorem 4 is point dissipative and compact, hence P is 

uniformly persistent with respect to ( K 0 , ∂K 0 ). From Theorem 1.3.6 

given in ( Zhao et al., 2003 ), the Poincar ̀e map P has a fixed point 

( ̄S i 
H 
(t) , Ē i 

H 
(t) , ̄I i 

H 
(t) , Ā i 

H 
(t) , R̄ i 

H 
(t) , ̄I i 

M 

(t) , S̄ i 
M 

(t)) ∈ Int(R 

7 n + ) . 
This implies f (t, ( ̄S i 

H 
(t) , Ē i 

H 
(t) , ̄I i 

H 
(t) , Ā i 

H 
(t) , R̄ i 

H 
(t) , S̄ i 

M 

(t) , ̄I i 
M 

(t))) 

∈ Int(R 

7 n + ) , f or all t > 0 . Therefore, ( ̄S i 
H 
(t ) , Ē i 

H 
(t ) , ̄I i 

H 
(t ) , Ā i 

H 
(t ) , R̄ i 

H 

(t) , S̄ i 
M 

(t) , ̄I i 
M 

(t)) ∈ Int(R 

7 n + ) is a positive periodic solution 

of (2.1) of period ω. 

Now the following Lyapunov function L (t) is con- 

structed to prove the global stability of the periodic solution 

( ̄S i 
H 
(t) , Ē i 

H 
(t) , ̄I i 

H 
(t) , Ā i 

H 
(t) , R̄ i 

H 
(t) , S̄ i 

M 

(t) , ̄I i 
M 

(t)) ∈ Int(R 

7 n + ) . 
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L (t) = 

∑ n 
i =1 [ | S i H (t) − S̄ i 

H 
(t) | + | E i 

H 
(t) − Ē i 

H 
(t) | + | I i 

H 
(t) − Ī i 

H 
(t) | + 

| A i 
H 
(t) − Ā i 

H 
(t) | + | R i 

H 
(t) − R̄ i 

H 
(t) | + | S i 

M 

(t) − S̄ i 
M 

(t) | + | I i 
M 

(t) − Ī i 
M 

(t) | ] . 
Taking Dini’s derivative of L (t) , we have 

D 

+ L (t) = 

n ∑ 

i =1 

[
sgn (S i H (t) − S̄ i H (t)) 

{ 
βH ̄S 

i 
H 

(
b i (t) 

H i 
Ī i M + 

n ∑ 

j=1 

εi j 
b j (t) 

H j 
Ī j 
M 

)

−βH S 
i 
H 

(
b i (t) 
H i 

I i M + 

n ∑ 

j=1 

εi j 
b j (t) 

H j 
I j 
M 

)
− μH (S 

i 
H − S̄ i H ) 

} 

+ sgn (E i H (t) − Ē i H (t)) 
{ 
βH S 

i 
H 

(
b i (t) 
H i 

I i M + 

n ∑ 

j=1 

εi j 
b j (t) 

H j 
I j 
M 

)

−βH ̄S 
i 
H 

(
b i (t) 
H i 

Ī i M + 

n ∑ 

j=1 

εi j 
b j (t) 

H j 
Ī j 
M 

)
− (μH + σH )(E 

i 
H − Ē i H ) 

} 

+ sgn (I i H (t) − Ī i H (t)) 
{ 
pσH (E 

i 
H − Ē i H ) − (μH + γH )(I 

i 
H − Ī i H ) 

} 

+ sgn (A i H (t) − Ā i H (t)) 
{ 
(1 − p) σH (E 

i 
H − Ē i H ) − (μH + γH )(A 

i 
H − Ā i H ) 

} 

+ sgn (R i H (t) − R̄ i H (t)) 
{ 
γH (I 

i 
H + A i H − Ī i H − Ā i H ) − μH (R 

i 
H − R̄ i H ) 

} 

+ sgn (S i M (t) − S̄ i M (t)) 
{ 
b i (t) βM ̄S 

i 
M 

(
( ̄I i H + η1 ̄E 

i 
H + η2 ̄A 

i 
H ) 

H i 

+ 

n ∑ 

j=1 

εi j 
( ̄I i H + η1 ̄E 

i 
H + η2 ̄A 

i 
H ) 

H i 

)
− b i (t) βM S 

i 
M 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H i 

+ 

n ∑ 

j=1 

εi j 
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H i 

)
− μM (S 

i 
M − S̄ i M ) 

} 

+ sgn (I i M (t) − Ī i M (t)) 
{ 
b i (t) βM S 

i 
M 

(
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H i 

+ 

n ∑ 

j=1 

εi j 
(I i H + η1 E 

i 
H + η2 A 

i 
H ) 

H i 

)
− b i (t) βM ̄S 

i 
M 

(
( ̄I i H + η1 ̄E 

i 
H + η2 ̄A 

i 
H ) 

H i 

+ 

n ∑ 

j=1 

εi j 
( ̄I i H + η1 ̄E 

i 
H + η2 ̄A 

i 
H ) 

H i 

)
− μM (I 

i 
M − Ī i M ) 

} ]

≤ −μH | S i H (t) − S̄ i H (t) | − μH | E i H (t) − Ē i H (t) | − μH | I i H (t) − Ī i H (t) | 
−μH | A i H (t) − Ā i H (t) | − μH | R i H (t) − R̄ i H (t) | 
−μM | S i M (t) − Ī i M (t) | − μM | S i M (t) − Ī i M (t) | (E.1) 

Let us define B = min { μH , μM 

} . Then from the above inequality, 

D 

+ L (t) ≤ −B (| S i 
H 
(t) − S̄ i 

H 
(t) | + | E i 

H 
(t) − Ē i 

H 
(t) | + | I i 

H 
(t) − Ī i 

H 
(t) | + 

| A i 
H 
(t) − Ā i 

H 
(t) | + | R i 

H 
(t) − R̄ i 

H 
(t) | + | S i 

M 

(t) − Ī i 
M 

(t) | + | S i 
M 

(t) − Ī i 
M 

(t) | ) . 
This implies that L (t) is a non-increasing function on [0, ∞ ). 

Now by integrating we get, 

L (t) + B 
∫ t 
0 (| S i H (τ ) − S̄ i H (τ ) | + | E i H (τ ) − Ē i H (τ ) | + | I i H (τ ) − Ī i H (τ ) | 

+ | A i H (τ ) − Ā i H (τ ) | + | R i H (τ ) − R̄ i H (τ ) | + | S i M 

(τ ) − S̄ i M 

(τ ) | 
+ | I i M 

(τ ) − Ī i M 

(τ ) | ) dτ ≤ L (0) < ∞ , f or all t ≥ 0 . (E.2) 

Using Lemma 2.2 in ( Zhu and Wang, 2011 ), 

we get lim t→∞ 

L (t) = 0 . This implies for i = 

1 , 2 , . . . , n, lim t→∞ 

| S i 
H 
(t) − S̄ i 

H 
(t) | = 0 ; lim t→∞ 

| E i 
H 
(t) −

Ē i 
H 
(t) | = 0 ; lim t→∞ 

| I i 
H 
(t) − Ī i 

H 
(t) | = 0 ; lim t→∞ 

| A i 
H 
(t) − Ā i 

H 
(t) | = 0 ; lim t→∞ 

| R i 
H 
(t) − R̄ i 

H 
(t) | = 0 ; lim t→∞ 

| S i 
M 

(t) −
S̄ i 
M 

(t) | = 0 ; lim t→∞ 

| I i 
M 

(t) − Ī i 
M 

(t) | = 0 . 

This proves that ( ̄S i 
H 
(t) , Ē i 

H 
(t) , ̄I i 

H 
(t) , Ā i 

H 
(t) , R̄ i 

H 
(t) , S̄ i 

M 

(t) , ̄I i 
M 

(t)) 

is globally attracting. 

To prove the uniqueness of the periodic solution, let us as- 

sume that ( ̄S i 
H1 

(t) , Ē i 
H1 

(t) , ̄I i 
H1 

(t) , Ā i 
H1 

(t) , R̄ i 
H1 

(t) , S̄ i 
M1 

(t) , ̄I i 
M1 

(t)) be 

another solution of (2.1) with period ω. If this solution is 

not same with the previous solution then there exists at least 

one ξ ∈ [0, ω] such that S̄ 1 
H 
(ξ ) � = S̄ 1 

H1 
(ξ ) which means | ̄S 1 

H 
(ξ ) −

S̄ 1 H1 (ξ ) | = ε1 > 0 . Thus we get ε1 = lim n →∞ 

| ̄S 1 H (ξ + ηω ) − S̄ 1 H1 (ξ + 

ηω ) | = lim t→∞ 

| ̄S 1 H (t) − S̄ 1 H1 (t) | > 0 , which contradicts the fact that 

( ̄S i 
H 
(t) , Ē i 

H 
(t) , ̄I i 

H 
(t) , Ā i 

H 
(t) , R̄ i 

H 
(t) , ̄I i 

M 

(t) , S̄ i 
M 

(t)) is globally attracting. 

Therefore, S̄ 1 H (t) = S̄ 1 H1 (t) , f or all t ∈ [0 , ω] . Similarly we can use 

the above argument for the remaining state variables. Thus, if 

R 0 > 1 , then the system (2.1) possesses a unique ω periodic so- 

lution which is globally asymptotically stable. �
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Abstract

Middle East Respiratory Syndrome Coronavirus (MERS-CoV) causes severe acute respira-

tory illness with a case fatality rate (CFR) of 35,5%. The highest number of MERS-CoV

cases are from Saudi-Arabia, the major worldwide hotspot for this disease. In the absence

of neither effective treatment nor a ready-to-use vaccine and with yet an incomplete under-

standing of its epidemiological cycle, prevention and containment measures can be derived

from mathematical models of disease epidemiology. We constructed 2-strain models to pre-

dict past outbreaks in the interval 2012–2016 and derive key epidemiological information for

Macca, Madina and Riyadh. We approached variability in infection through three different

disease incidence functions capturing social behavior in response to an epidemic (e.g. Bilin-

ear, BL; Non-monotone, NM; and Saturated, SAT models). The best model combination

successfully anticipated the total number of MERS-CoV clinical cases for the 2015–2016

season and accurately predicted both the number of cases at the peak of seasonal inci-

dence and the overall shape of the epidemic cycle. The evolution in the basic reproduction

number (R0) warns that MERS-CoV may easily take an epidemic form. The best model cor-

rectly captures this feature, indicating a high epidemic risk (1�R0�2,5) in Riyadh and

Macca and confirming the alleged co-circulation of more than one strain. Accurate predic-

tions of the future MERS-CoV peak week, as well as the number of cases at the peak are

now possible. These results indicate public health agencies should be aware that measures

for strict containment are urgently needed before new epidemics take off in the region.

Author summary

There is currently no way to anticipate MERS-CoV epidemic outbreaks and strategies for

disease prediction and containment are largely undermined by the limited knowledge of

its epidemiological cycle. Not an effective treatment nor a vaccine for MERS-CoV exist to

date. Instead, using three two-strain mathematical models that incorporate human social

behavior as different disease incidence functions (e.g. bilinear, non-monotone and
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saturated), the best model combinations successfully anticipate the occurrence of the peak

week in the season and the incidence at the peak. Our results confirm there are currently

2 strains co-circulating in the most populated regions in Saudi Arabia and highlight the

high risk for large epidemic outbreaks, while the role of super-spreaders appears irrelevant

for disease spread.

Introduction

The first case of Middle East Respiratory Syndrome Coronavirus (MERS-CoV) infection was

identified in Saudi Arabia in 2012[1–5]. Since then the country suffers from repeated out-

breaks of MERS-CoV in different provinces (Fig 1A and 1B)[2]. There are two main routes of

MERS-CoV transmission: animal-to-human and human-to-human[4–6]. It is suspected that

dromedary camels are the source of human infections[1] but the transmission route of

MERS-CoV to humans is yet not well understood (Fig 1C). However, transmission from cam-

els to humans is confirmed from the isolation of near-identical strains of MERS-CoV from epi-

demiologically coexisting camels and humans[7]. The patients might be exposed to

MERS-CoV by consumption of raw camel products[8] (e.g. milk and dairy products, raw

meat, etc.). Meanwhile, human-to-human transmission has been reported in society and hos-

pital settings[9–36] with the virus being transmitted between humans during close human-to-

human contact through droplets of respiratory secretions. Potential propagation to nearby and

more distant regions is also a high-risk possibility as an outbreak of MERS-CoV is likely to

emerge in areas such as nearby countries in the Middle East and eastern Africa where the

camel trade connects the different regions (Fig 1). Unfortunately, as for now, MERS-CoV vac-

cines are only at the preclinical phase[10], increasing our understanding of its epidemic poten-

tial and knowledge on the drivers of MERS-CoV variability might help to achieve better

preparedness ahead of forthcoming epidemics.

The ability to predict disease outbreaks will provide a mechanism for policymakers and

health-care services to respond to epidemics in a timely manner, reducing the impact and

maximizing the limited resources available to be deployed[11]. The timing and severity of

infectious disease outbreaks, two matters of considerable public-health relevance, are the main

challenges when attempting to predict disease outbreaks[11–14]. Attempts to set up prediction

frameworks for anticipating epidemics for other diseases such as dengue and influenza were

pursued in the recent past with different degree of success, but clear added value[11–16].

These systems proved effective to better anticipate future outbreaks and increase our under-

standing on mechanisms driving disease variability. To this end, a threshold quantity that is

most important to anticipate the risk of future outbreaks is the basic reproduction number

(R0). There are quite a few studies that estimated R0 for the current MERS-CoV outbreak.

Majumdar et al.[28] for instance, estimated R0 for Jeddah and Riyadh using a function called

Incidence Decay with Exponential Adjustments (IDEA). They found that the estimate of R0 in

Jeddah and Riyadh are in the ranges (3.5–6.7) and (2.0–2.8), respectively. A stochastic epide-

miological model of MERS-CoV with zoonotic and human-to-human transmission was con-

sidered by Poletto et al.[29] to quantify the rates of generation of cases from those two

transmission routes. They found that spring 2014 cases led to the increase in transmission

rates, which brings R0 to values above unity. Heishet al.[32] used a simple mathematical model

to trace the temporal course of South Korea MERS-CoV outbreak. They estimated R0 to be in

the range of 7.0 to 19.3. Instead, Nishiura et al.[30] estimated the expected number of second-

ary cases following the importation of an index case (countries other than KSA, Qatar and

Seasonal forecasting of MERS-CoV epidemics
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UAE), using a branching process type modelling approach. They also suggested that even if R0

is below unity, a large cluster of cases with multiple generations might occur. The aforemen-

tioned studies indicated that the basic reproduction number is above unity, although there are

few studies that suggest R0 is less than one[4,17,18]. However, at the same time, intriguing dif-

ferences in observed and predicted scenarios clearly suggested other important factors might

be missing in previous models built for these MERS-CoV case studies. For instance, in a recent

survey for Mers-CoV in over 1300 Saudi Arabian camels, Sabiret al.[1] found that camels

share three coronaviruses (CoV) species with humans. Among them, one has been dominant

in the region since December 2014 and led to the human MERS-CoV outbreaks occurring in

2015. The wide species range of CoVs and their propensity to cross species boundaries suggest

that more MERS-CoV uncontained outbreaks may likely occur in the future. Zumlaet al.[19]

also suggested that MERS-CoV species can mutate to have increased inter-human transmissi-

bility. Cottenet al.[37] used MERS data from the period May to September 2013. They found

Fig 1. Distribution of MERS-CoV weekly cases in Riyadh, Macca and Madina provinces during July, 2013—June, 2016. (a) The geographic distribution of

MERS-CoV cases reported in 2017 in the Middle East. (b) Time series of weekly incidence data of MERS-CoV in three major provinces, Riyadh, Maccaand

Madina, respectively. (c) Two strain Models flow diagram considering asymptomatic, symptomatic, hospitalized, and Zoonotic transmission. Open source

KML map for the Middle East was kindly obtained and redrawn by Josep-BoyardMicheau from https://community.qlik.com/t5/Qlik-Sense-Enterprise-

Documents/GCC-Middle-East-country-boundary-KML-maps-KML-Shapefile/ta-p/1478595.

https://doi.org/10.1371/journal.pntd.0008065.g001
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four Saudi Arabia MERS-CoV phylogenetic clades, with 3 clades apparently no longer contrib-

uting to current cases, therefore not appearing in the saliva of camels. They also show that the

ancestors of most of the viral clades originated in Riyadh (See Cotten et al.[37]). Recently,

strain variability in MERS-CoV infection was confirmed in 51 respiratory samples from 32

patients, confirming that more than one strain of human MERS-CoVis present[20]. The fact

that more than one MERS-CoV strain is currently circulating in Saudi Arabia should be prop-

erly accounted for as this presence may have substantially contributed to amplify the transmis-

sion intensity producing repeated MERS-CoV changes in incidence through their periodic

reintroduction into human populations[19]. Furthermore, Chan et al.[34] characterized

MERS-CoV viruses from dromedaries in Saudi Arabia and Egypt and compared them with a

human MERS-CoV reference strain. They isolated three dromedary strains, two from Saudi

Arabia and one from Egypt. The human and dromedary MERS-CoV strains had similar viral

replication competence in Vero-E6 cells and respiratory tropism in ex-vivo cultures of the

human respiratory tract. They also suggested that dromedary viruses from Saudi Arabia and

Egypt are probably infectious to human beings[34].

Methods

a) Disease incidence functions

We constructed three different 2-strain models for MERS-CoV that consider community

human-human, hospital human-human, and passive zoonotic transmission (Fig 1C and see

also S1–S18 Tables). Models derived also incorporate the effect of strain variability with strain-

1 as the dominant strain (Fig 1C and S1–S18 Tables). Variability among models is based upon

three different disease incidence functions (e.g. BL, NM and SAT models [21–23] and see for-

mulation in Table 1A and Fig 2).

The top panel in Fig 2 represents the BL force of infection. Here, as the number of infected

individuals increases the disease transmission also increases linearly. The bottom-left panel

represents the NM incidence function. Biologically this incidence function can account for

“psychological effects” [38–39]. In the presence of psychological effects, initially the disease

transmission rate increases rapidly when the number of infected individuals is small. However,

this rate falls also rapidly in the presence of a large number of infected persons in the commu-

nity. As in the case of MERS-CoV infections the CFR is about 40%, psychological effects for

this infection represents the effect in the community of fear of becoming infected. This fear

effect reduces the transmission rate rapidly in the presence of a high number of infections in

the community. The bottom-right panel of Fig 2 represents the SAT incidence function. Bio-

logically this incidence function represents the crowding effect in disease transmission. This

crowding effect explains how the number of new infections becomes constant as the number

of infected individual increases. This effect is known to reproduce the awareness effect of the

disease during the course of an epidemic.

b) Super-spreaders and 1-strain vs 2-strain models

Furthermore, we investigated the potential effects of super-spreading events by incorporating

an additional compartment for super-spreaders to our 2-strain model. We also consider the

effect of variable zoonotic transmission by incorporating dynamics of the camel population

into our 2-strain model. Information about the calculation of the epidemiological parameter

values for the newly proposed 2-strain models is provided in Table 1B. Data used corresponds

to weekly cases of MERS-CoV for the three provinces in Saudi Arabia where most clinical

cases for MERS-CoV occurred for the time intervals July, 6th 2013 till June, 28th 2016 (Riyadh),

April, 7th2014 till June, 26th2016 (Macca), and April, 20th2014 till June, 26th2016 (Madina),

Seasonal forecasting of MERS-CoV epidemics
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Table 1. (A)Description of the incidence functions for the three models considered. (B)Main parameters of the

three 2-strain models.

A

Incidence functions Description Source

f Ið Þ ¼ b1SI
N

Bilinear incidence function 23

f Ið Þ ¼ b1SI
Nð1þaI2Þ

Non-monotone incidence

function

21, 22

f Ið Þ ¼ b1SI
Nð1þaIÞ

Saturated incidence function 21

B

Symbol Description Range/Fixed Sources

μ Natural birth/death rate of

human

2.5924×10−4Week-1 24

β1 Transmission coefficients of

symptomatic and

asymptomatic cases

[0, 100] Week-1 Estimated

θ Measure of variability of two

strains

[0,1] Estimated

ρ Reduction in transmission due

to less infectiousness of

asymptomatic infected

individuals

[0,1] Estimated

β2 Transmission rate from

hospitalized to susceptible

individuals

[0, 100] Week-1 Estimated

β3 Import rate of external

zoonotic infection

[0, 10] Week-1 Estimated

p1 Proportion of susceptible that

get infected from hospitalized

individuals with strain-1

[0,1] Estimated

p2 Proportion of susceptible that

get infected from zoonotic

infection with strain-1

[0,1] Estimated

p3 Proportion of exposed

individuals that become

symptomatic infected

0.553 4

c1 Undetected entry rate of

strain-1 asymptomatic class to

hospitalized class

[0,5] Estimated

c2 Undetected entry rate of

strain-2 asymptomatic class to

hospitalized class

[0,5] Estimated

1

s
Incubation period 0.7429 Week 19,25,26

K Recovery rate of

asymptomatic individuals

1.4 Week-1 27

λ Hospitalization rate of

symptomatic individuals

4.4824 Week-1 4

γ Recovery rate of hospitalized

individuals

1 Week-1 4

δ2 Disease induced death rate of

hospitalized individuals

Data 2

α1 Measure of inhibitory effect of

strain-1 (only for non-

monotone and saturated

incidence models)

[0,500] Estimated

α2 Measure of inhibitory effect of

strain-2 (only for non-

monotone and saturated

incidence models)

[0,500] Estimated

https://doi.org/10.1371/journal.pntd.0008065.t001
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respectively (Fig 1A). Main parameters of the different models are provided in Table 1B.

Parameters estimates are obtained by fitting the models to new MERS-CoV hospitalized

weekly data[40]. We also estimated from data itself some unknown initial conditions for the

model. Delayed Rejection Adaptive Metropolis algorithm is used here to sample the 95% confi-

dence.The goodness of fitsto compare among 2-strain and single strain models were tested by

determining the respective AIC and BIC values (See S19 Table). To further compare among

predictive capabilities of these models with regard to those of their single-strain versions, pre-

dictions of raw clinical cases were attempted. Albeit some discrepancies exist, fairly accurate

results were obtained despite the low numbers and highly stochastic nature of the three data-

sets and the nearly operational capacity of these models (Fig 3). In fact, near-operational sys-

tems usually require a much longer training period than the scarce three years employed here.

Differences arising from the comparison of simulated and observed cases may also be due to

the fact that we are fitting the 2-strain and single strain models to cumulative MERS-CoV

cases, rather than to new cases..The procedure for model adjustment is as follows: for ap-

proaching near-operational predictions in each province, we followed former initiatives (e.g.

on influenza[14] and dengue[16]) and partitioned the whole clinical cases datasets into two

parts. First part was used for calibrating the models and the remaining part (52 weeks) were

left aside for out-of-fit prediction. For Riyadh, Macca and Madina prediction periods were,

respectively, from weeks 105–156 (7th June, 2015 - 11th June, 2016), weeks 65–116 (11th July,

2015 - 2nd July, 2016), and weeks 63–114 (11th July, 2015 - 2nd July, 2016)(Fig 3). We generated

predictions for three major characteristics of the epidemiological cycle similar to previous

attempts made for cholera, dengue and influenza[15,41–43] namely: (a) peak week: the week

during which the maximum number of clinical cases occurred in a season (comprising 52

weeks); (b) peak maximum: the number of cases occurring at the peak week, and (c) season

totals: the total number of cases in the entire season. Prediction for each target variable was

made every 4 weeks (i.e. week 0, 4, 8, . . ., 48), with week 0 corresponding to the first week of

the prediction interval. In the case of predictions for week N, data up to week N was used to fit

the model and the trajectory predicted for out-of-fit future weeks N+1 through week 52

Fig 2. Representation of the three incidence functions, g(I). Top: g(I) = βI, bilinear incidence function. Bottom-left: g(I) = bI
Nð1þaI2Þ, non-

monotone incidence function and; bottom-right: g(I) = bI
Nð1þaIÞ, saturated incidence function. Here, N = 1000, α = 1 and β = 1.

https://doi.org/10.1371/journal.pntd.0008065.g002
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(Fig 3). Indeed, the best models at predicting MERS-CoV incidence differed among regions

(Fig 4), highlighting the complexity of the epidemiological situation, particularly in Riyadh.

There, where at least there were two strains co-circulating, M2 stands up clearly as the best

model function (see bottom panel in Fig 4), in comparison with Macca and Madina, with only

one strain (Fig 4 top panels).

c) Estimation of R0, RC, and RH and prediction framework

We estimated the basic reproduction number (R0), the community reproduction number

(RC), and the hospital reproduction number (RH) for the whole period of data for Riyadh,

Macca and Madina (S1–S18 Tables; 44–45). We also estimated weekly values of R0, RC, and RH

for each prediction interval in the three provinces (i.e. weeks 105–156 in Riyadh, weeks 65–

116 in Macca and weeks 63–114 in Madina, respectively). The predictions of R0, RC, and RH

are made for each 4-week time interval in the prediction period. The estimate of R0, RC, and

RH during 0th week is obtained using the estimated parameter values for the training period of

MERS-CoV data (i.e., in Riyadh week 1–104, in Macca week 1–64 and in Madina week 1–62).

Afterwards, we keep on adding 4 data points to the previous data and re-estimate the parame-

ters. These estimated parameters were then plugged into obtain values of R0, RC, and RH in 4th

week to 48th week of the prediction period. Thus in intervals of 4 weeks, we obtain an estimate

of R0, RC, and RH. Temporal evolution of R0, RC, and RH for the three provinces is depicted in

S1–S4 Figs, respectively.

Using the model that provides the best prediction for the season total cases in the three

provinces (i.e., a 2-strain model with BL incidence for Macca and the 2-strain model with SAT

incidence for both Madina and Riyadh), we predicted the total number of cases in the follow-

ing year. Using the parameter estimates in the last prediction point (i.e. 48th week) of the

Fig 3. Model simulations fitted to accumulated MERS-CoV clinical cases in Macca, Madina and Riyadh. Observed data points are shown in blue and the

solid line depicts the model solutions. The three two-strain models fitted to cumulative MERS-CoV cases are: M1: 2-strain model with bilinear incidence,

M2: 2-strain model with non-monotone incidence, and M3: 2-strain model with saturated incidence.

https://doi.org/10.1371/journal.pntd.0008065.g003
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current season, we draw 1000 samples. Based on these parameter samples, we determined

1000 estimates of the season total cases in the next year[43]. We then defined a large outbreak

in the forthcoming season in a particular region, as those events when cases exceeded the total

number of cases in the previous season by more than one standard deviation (see Fig 5). Thus,

the probability of a large outbreak (Pl) in those provinces isdetermined as the ratio of samples

that exceed the total number of cases in a season divided by the total number of samples. We

also considered the case when two strains of MERS-CoV may be co-circulating in the human

population in Saudi Arabia. We also simulated the situation when one strain is assumed to be

more active with a higher transmission rate, whilst the other is much less transmissible among

individuals in the different provinces of Saudi-Arabia[37].Although we have considered two

strains circulating in the community setting, we do not distinguish among strains in hospital

premises. This is due to the lack of strain specific data in hospital settings. However, we are

able to distinguish the contribution of infection from Community and Hospital setting by esti-

mating the Community reproduction number (RC) and the Hospital reproduction number

(RH). However, to account for this effect, we propose three different forces of infection (BL,

NM and SAT) to model the MERS transmission in the three provinces. Saturated (SAT) func-

tions describe “Crowding effects” in disease transmission, whereas Non-monotone (NM)

functions are used to incorporate”psychological effects”. As the CFR in MERS-CoV is about

Fig 4. Same as for Fig 3 but predictions showing the best model for MERS-CoV incidence in each of the three regions. Notice that whereas

M1 provides the best prediction for both Macca and Madina (top), M2 instead does it for the two-strain situation occurring in Riyadh. Blue line is

MERS-CoV cases, solid black line predictions and yellow area denotes 95% confidence interval for predictions.

https://doi.org/10.1371/journal.pntd.0008065.g004
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40%, it is easily expected that awareness in front of a MERS-CoV situation may play an impor-

tant role during an epidemic[44–46]. Thus a model with such a crowding effect might seem a

priori more realistic in comparison to the bilinear (BL) transmission (see also Fig 2). The

crowding effect in disease transmission[38,39] can also be interpreted as the behavioral change

of susceptible individuals when the number of infected individuals increases (Fig 2). This fact

causes a lower number of new infections when a large number of infected individuals are

already present in the community. This behavioral change in the susceptible population may

occur due to, for instance, public health awareness campaigns and alerts raised by local or

international authorities. The psychological effect is somewhat similar to the crowding effect,

but with the effect of fear being added to the awareness. The psychological effect is stronger as

the transmission rate decreases more rapidly with an increasing number of infected individu-

als (Fig 2) [40–42]. Recently, Kucharski et al.[35] suggested that MERS-CoV transmission is

over dispersed and hence outbreaks can include super-spreading events. In a similar study,

Nishiura et al.[33] concluded that super-spreaders who visited multiple healthcare facilities

drove up the epidemic by generating larger number of secondary cases. Therefore, we also

consider the role of potential super-spreaders in the context of a 2-strain model with BL inci-

dence function.

Results and discussion

Estimates of the transmission rates for the 2-strain model with BL incidence suggest that

MERS-CoV transmission in the three locations is dominated by community and hospital

transmission (S1 Table to S9 Table). The former statement is in good agreement with a previ-

ous study that suggested that MERS-CoV infections are essentially produced through both

hospital and community based human-human transmission[2]. This fact is well reflected in

Fig 5. Best fit obtained from a combination of 2-strain models. Each model was aimed at predicting MERS-CoV epidemiological targets

(top-peak week (No.), bottom-peak incidence (No.)) in Riyadh. Panels showing peak week and peak incidences are displayed up to the time of

occurrence (11th week). Representations of the 2-strain models M1, M2, and M3 are the same as in Fig 2A. Dashed lines are observed values.

https://doi.org/10.1371/journal.pntd.0008065.g005
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the estimates of transmission rates obtained from the other two 2-strain models (e.g. NM and

SAT incidence functions) for the three locations (S1–S9 Tables). Estimates of the parameter θ
(a measure of variability within the two strains) in Riyadh and Macca (see S1–S3 Tables) sug-

gest that both strains are currently active in these provinces (albeit strain 2 contributes with

only 3% - 50% to community human-human transmission). In Madina instead, a majority of

the models (BL and NM) point to only one active strain,with strain 2 contributing less than 1%

to community human-human transmission, see S1–S9 Tables.

For each particular region in this study, two strain models are compared among themselves

and also with regard to their single-strain counterparts in order to determine the best model

(i.e. single, two-strain or a combination of other two-strain models). Results show that in the

three locations, 2-strain models provide a better fitting to cumulative cases in comparison to

their single strain counterparts (Fig 2). AIC and BIC values for the 2-strain models suggest

that the best model is region specific (best model for Riyadh is a 2-strain model with BL inci-

dence, whereas in Macca and Madina the best models are both the model with a NM incidence

function and the one incorporating super-spreaders, respectively; see S19 Table). We also

compare our 2-strain models with a 2-strain model with variable Zoonotic transmission (SI

Eq. A2). Comparing AIC and BIC values, we found that the models with variable Zoonotic

transmission (SI Eq. A2) did not improve all the previous results (see S19 Table). Therefore,

the best model among all 2-strain models cannot be determined solely from their goodness-of-

fit comparison. For this reason, we additionally compared all the two-strain models on the

basis of their respective prediction skills. Forecasts for the three models in Riyadh suggest that,

a majority of the times, the 2-strain model with SAT incidence can better predict the three tar-

gets in comparison to the other two competing 2-strain models (e.g. note that for SAT the

average of the mean absolute error, MAE, for peak week is 11.6, whereas for peak maximum is

24.83 and for season totals 55.62) (Table 2A). For comparison, we also provide predictions in

the province of Riyadh of the three targets using the model with super-spreaders. However,

prediction with super-spreaders did not improve at all the former results obtained for Riyadh

(see Table 2A). For Madina, both the peak week and season totals are better predicted by the

same SAT 2-strain model (i.e. MAE average for peak week being 14.5 and 9.33 for season

totals; see also S22 Table). However, when predicting the peak maximum in Madina, clearly

the best model is the 2-strain model with the NM incidence function (i.e. MAE average for

peak maximum being 2.62; see also S22 Table). For Macca, except for the peak week, the other

two targets, namely peak maximum and season totals are better predicted with the 2-strain

model with BL incidence (i.e. MAE average of 7.08 for peak maximum and of 63.42 for season

totals, respectively; see S22 Table). For peak week in Macca, again a better prediction is

achieved by the 2-strain model with SAT incidence (i.e. MAE average for peak week being

23.9, see S22 Table).

When comparing the three two strain models to their single-strain counterparts, compos-

ites of the mean absolute error (MAE) in Riyadh (Table 2A, and S23 Table) suggest that

2-strain models always outperform the single strain versions in predicting the three targets (i.e.

peak week, peak maximum, and season totals). Averages of MAE for peak week, peak maxi-

mum and for season totals are 11.6, 24.83 and 55.62, respectively. This fact reinforces our ear-

lier inference, confirming that there is more than one strain currently active in Riyadh.

Among the single-strain models in Riyadh, the model with SAT incidence is found to have a

better predictive capacity for the three targets in comparison to the other two single-strain

models (S23 Table). In Macca instead, the single-strain model with SAT incidence provides

better predictions of the peak week, the peak maximum and seasontotals in comparison to all

the other models (see for instance MAE values in S22 Table; and values obtained for 1-strain

and 2-strain models in S22 Table). Conversely, in Madina, both 1-strain and 2-strain models
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with SAT incidence provide a similar performance in predicting the three targets (e.g. MAE

for peak week 16.7 in comparison to 14.5, for peak maximum of 3.33 compared to 3.6 and for

season totals of 5.87 against 9.33; see S22 and S23 Tables). The latter may likely represent the

best choice of models to form the basis of a future early-warning system for MERS-CoV pre-

diction in the region.

The best model, selected on the basis of its capacity to derive skillful predictions, is the

model with the SAT incidence function. We used this model to estimate the basic reproduc-

tion number, R0, the community reproduction number, RC, and the hospital reproduction

number, RH, for the whole period of data available in those three provinces (Table 2B and S20

Table). In all three provinces, R0 is estimated to be always greater than unity. In all three prov-

inces, RH is found out to be larger than RC. This implies, MERS-CoV transmission triggered

from the hospital setting (see Table 2B). These estimates agree with some previous values

reported in the literature[4,17–18], while being a result well supported by other R0 estimates

[29–31, 33]. However, previous modeling attempts to model Saudi Arabia MERS-CoV clinical

incidence used only a 1-strain model with BL transmission[4]. In our case, versions of R0 were

also estimated from our BL 1-strain model in those same three provinces (see S21 Table) and

they are in good agreement with the previous values provided by Chowell et al.[4]. At the same

time, though, 1-strain model show less predictive capacity than their similar two-strain coun-

terparts. To further verify the robustness of these estimates, the temporal evolution of R0, RC,

and RH are displayed for different time intervals in the three provinces (S1–S4 Figs). Consider-

ing the best model configurations, we additionally computed the temporal evolution of R0, RC,

and RH in the three provinces. Temporal changes in R0 (S1 Fig) indicate that in most of the

predicted weeks, R0 stays well above the epidemic threshold (R0 = 1). This fact is well estab-

lished from the temporal evolution of RC, and RH in those three provinces (S1 and S2 Figs).

Table 2. (A)Average predictions [Simple average of Mean Absolute Errors (MAE)] over all forecasts of the three 2-strain models and their different combinations

for the Riyadh province. (B)Estimated values of the Basic reproduction number (R0), the Hospital reproduction number (RH), and the Community reproduction number

(RC)for the three provinces of Saudi Arabia using best model (two strain). The best two strain MERS model is with saturated incidence. The data are given as Mean (95%

CI). �The MAE for the three models and their combinations during point prediction of peak week and peak incidence were calculated up-to the peak of the prediction sea-

son (11th Week) of the Riyadh province.

A

Observed values (Data)

Peak week� (weeks) Peak maximum� (cases) Season totals (cases)

11 45 230

Individual model forecasts

M1 22.8 [19.5] 18.4 [32.94] 478.80 [69.33]

M2 28.7 [19.7] 16.5 [26.25] 216.60 [75.87]

M3 22.1 [11.6] 19.2 [24.83] 222.12 [55.62]

M1 with Superspreaders 44.1 [34.7] 68.9 [32.4] 533.71 [194.5]

Average model forecasts

M1-M2 7.3 [12.1] 42.67 [18.06] 299.73 [69.92]

M1-M3 3.4 [9.5] 37.63 [22.19] 296.18 [68.31]

M2-M3 2.6 [9.4] 53.37 [21.74] 270.47 [42.79]

M1-M2-M3 7.7 [9.6] 39.37 [17.21] 306.90 [77.41]

B

Provinces

R0

[Mean (95% CI)]

RH

[Mean (95% CI)]

RC

[Mean (95% CI)]

Riyadh 2.0706

[2.0629–2.0763]

2.0508

[2.0442–2.0543]

0.5657

[0.5587–0.5709]

Macca 4.5716

[2.8781–6.5899]

2.7239

[0.4281–4.9401]

2.0977

[0.1256–5.7307]

Madina 5.0661

[2.5264–9.3814]

4.7808

[0.7408–9.3132]

1.6506

[0.2116–2.9661]

https://doi.org/10.1371/journal.pntd.0008065.t002
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As the basis for an operational EWS for the region, we predicted the total number of cases

in the out-of-fit interval covering July 2016 to July 2017. We used the best individual model for

the three provinces among all 2-strain and single strain models developed. Figs 6 and 7 and

Table 3 clearly indicate the 2016–2017 season might be ripe for a larger outbreak in Macca and

Riyadh. Instead, in Madina the likelihood of suffering a larger outbreak is very low (Fig 6 and

Table 3). Fig 7 displays the single-strain model fitting to new MERS-CoV cases. Here M1 refers

to the single strain model with BL force of infection, M2 to the single strain model with non-

monotone incidence, and M3 to the single strain model with saturated incidence. Solid black

curve represents model solution and yellow region denotes 95% confidence interval for predic-

tions. Simulations for both Macca and Riyadh reflect quite appropriately the dynamics dis-

played in observations (Fig 7). Fig 8 shows All-season’s predictions for the three consecutive

years from July 6, 2013 to June 28, 2016, with each interval of 52 weeks fitted shown in panels

S1-S3.

According to WHO reports, 249 MERS-CoV cases including 75 deaths (CFR 30%) were

reported from Saudi Arabia between July 2016 and July 2017[44]. In the aforementioned

period, at least 108 new cases[44] were reported from Riyadh province and at least 5 cases

were reported from Madina. These values indicate that a larger epidemic did not occur in the

last season (2016–2017), the risk for a larger one in the coming seasons still remains high.

Conclusions

Up to July 2018, 2237 new cases were reported, with 1861 only in KSA and 793 deaths[45]

(CFR 35.5%). This is an alarming situation as previous predictions on MERS-CoV had instead

suggested that MERS-CoV might not sustain as an epidemic in the Arabian Peninsula. The

WHO report[44] suggests that MERS-CoV is still a relatively rare disease about which the

medical personnel in health-care facilities have low awareness. Globally, MERS-CoV

Fig 6. Out-of-fit prediction of large outbreaks in Macca, Madina and Riyadh in July 2016 to July 2017. Large outbreak size (red circles)

are defined as those samples which exceeds previous year (July 2015 to July 2016) total season cases. Blue circles denote those samples that

fall below previous year total cases. The black line denotes total cases during July 2015 to July 2016 of the data. M1: two strain model with

bilinear incidence, M3: two strain model with saturated incidence.

https://doi.org/10.1371/journal.pntd.0008065.g006
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awareness is limited and because symptoms of MERS-CoV infection are non-specific, initial

cases can be sometimes easily missed. With improved compliance in infection prevention and

control, namely by stricter adherence to the standard precautions at all times, human-to-

human transmission in health-care facilities can be reduced and even possibly eliminated with

additional use of transmission-based precautions. In that regard, predictive mathematical

models can help strengthen our understanding of both MERS-CoV transmission and control.

In this study, we addressed the capacity of predictive mathematical models based on two-

strain MERS-CoV configurations having different transmission functions. The models differed

from each other in their force of infection and in how they cope with heterogeneity in trans-

mission. Estimates of transmission rates suggest that community and hospital transmission

are dominant in the case of 2-strain models in Riyadh, Macca and Madina. The majority of the

2-strain models suggest that MERS-CoV transmission is dominated by community and hospi-

tal human-human transmissions, a fact that reflects the actual transmission scenario in Saudi

Arabia [2–4]. Estimates of the parameter that measures transmission diversity between the two

strains in the three provinces suggest that two strains are only active in Riyadh. This opposite

trend in Riyadh in comparison to the other two provinces may be due to the fact that Riyadh is

Fig 7. Single-strain model fitting to new MERS-CoV cases. Here M1: single strain model with BL force of infection, M2: single strain model with non-

monotone incidence, and M3: single strain model with saturated incidence. Solid black curve represents model solution and yellow region denotes 95%

confidence interval for predictions.

https://doi.org/10.1371/journal.pntd.0008065.g007

Table 3. Hindcast prediction of season total MERS-CoV cases for July 2016 to July 2017 and probability of large outbreak. Prediction based upon the best two-strain

model (in terms of season totals forecast) for the three provinces of the Saudi-Arabia.

Two strain

models

MERS-CoV cases for July

2015 –July 2016

Predicted cases of MERS-CoV for the period July 2016

–July 2017 (Mean (95% CI))

Probability of larger outbreak ((No. of samples above

2015/2016 cases)/(total samples))

Riyadh (M3) 230 248.1724 (213.7383–268.26) 0.7150

Macca (M1) 20 69.0813(59.7604–78.9765) 1

Madina (M3) 10 7.5268 (7.5087–7.5598) 0

https://doi.org/10.1371/journal.pntd.0008065.t003
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the capital city with good large health care facilities and a majority of the MERS-CoV patients

in Saudi Arabia come to Riyadh for treatment[2]. These patients may therefore carry different

MERS strains, ultimately leading to multiple strains being presently co-circulating in Riyadh.

Similarly, Cotten et al.[37] found that ancestors of most of the viral clades originated from

Riyadh.

We compared among the 2-strain models according to their predictive performance with

regard to three targets (i.e. peak week, peak maximum and season totals). Our results suggest

that among the three 2-strain models, the model with SAT incidence provides consistently

skillful predictions and may be used to date as the best predictive model for MERS-CoV in

Riyadh. Riyadh iswhere most of the MERS-CoV cases occur, while for the provinces of Macca

and Madina, with lower reported MERS cases, it is difficult to determine the best model

among the three 2-strain models. This fact justifies our earlier finding that in Riyadh two dif-

ferent strains are currently active and therefore the performance of the 2-strain models is bet-

ter there. As per our results for Macca and Madina, only one dominant strain is active in those

provinces. Therefore, predictions based on single strain models are there more appropriate.

Our results also suggest that among the single strain models, those with SAT incidence always

accurately predict the three targets for these two provinces. Thus, a dynamical MERS model

considering this crowding effect is the most appropriate configuration to cope with the nature

of MERS-CoV transmission.

We estimated R0 using the best 2-strain model in Riyadh and estimates are in good agree-

ment with the findings of Majumdar et al. [28].The finding that R0 is most of the time above 1

Fig 8. Season-wise model fitting to cumulative cases of Riyadh from July 6, 2013 to June 28, 2016. (Model fitted is a 2-strain model with

saturated incidence. One year appears in each panel S1 to S3(S1 = S2 = S3 = 52 weeks). Line and circle line refers to observations and 95%

confidence interval for cumulative predictions denoted by the yellow region.

https://doi.org/10.1371/journal.pntd.0008065.g008
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(S1 Fig) is well supported by some previous estimates in literature[28–30,32]. Lower contribu-

tion of community transmission in R0 (See Table 2B) in Riyadh and Macca suggests that

MERS-CoV transmission is triggered from hospital settings in those provinces. Most interest-

ingly, in some forecasted periods, R0 attains large values, a fact that denotes that a rapid propa-

gation among the susceptible population is indeed possible. More worrisome is the range of

values into which R0 moves, most of the time above 1 and below 2,5, a fact that makes it a dan-

gerous infection in terms of silent and constant potential population spread. Community repro-

duction number RC well above unity (see S4 Fig) in most of the predictive weeks indicate that in

a near future a large outbreak may be possible in those provinces. Out-of-fit predictions for the

next season totals suggest that there is a high possibility of larger outbreaks in Macca and

Riyadh. However, our results instead indicate that there is a very low possibility of larger out-

breaks in Madina. The fact that this outbreak did not happen in 2017–2018 does not preclude

what may occur in the forthcoming seasons. Under such a scenario, authorities and interna-

tional health agencies should prepare and actively work towards the prompt implementation of

cheap albeit efficient computational platforms ready to assist in the simulation of how a poten-

tial outbreak might evolve in the region. More so, given the high probability that another large

MERS-CoV outbreak occurs in the Arabian Peninsula or nearby countries. Migration may also

play a major role for increased transmission in the provinces of Saudi Arabia and this feature

should be properly accounted for in future model configurations. In summary, our findings

suggest that in a majority of provinces a single MERS-CoV strain is currently active, conversely

to the situation in Riyadh. However, in the near future, it is also possible that more general

MERS-CoV transmission occurs from multiple strains in other provinces of Saudi Arabia.
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A wide range of research has promised new tools for forecast-
ing infectious disease dynamics, but little of that research is
currently being applied in practice, because tools do not address
key public health needs, do not produce probabilistic forecasts,
have not been evaluated on external data, or do not provide
sufficient forecast skill to be useful. We developed an open
collaborative forecasting challenge to assess probabilistic fore-
casts for seasonal epidemics of dengue, a major global public
health problem. Sixteen teams used a variety of methods and
data to generate forecasts for 3 epidemiological targets (peak
incidence, the week of the peak, and total incidence) over 8
dengue seasons in Iquitos, Peru and San Juan, Puerto Rico.
Forecast skill was highly variable across teams and targets. While
numerous forecasts showed high skill for midseason situational
awareness, early season skill was low, and skill was generally
lowest for high incidence seasons, those for which forecasts
would be most valuable. A comparison of modeling approaches
revealed that average forecast skill was lower for models
including biologically meaningful data and mechanisms and that
both multimodel and multiteam ensemble forecasts consistently
outperformed individual model forecasts. Leveraging these
insights, data, and the forecasting framework will be critical to
improve forecast skill and the application of forecasts in real
time for epidemic preparedness and response. Moreover, key
components of this project—integration with public health
needs, a common forecasting framework, shared and standard-
ized data, and open participation—can help advance infectious
disease forecasting beyond dengue.

forecast | dengue | epidemic | Peru | Puerto Rico

Infectious diseases pose a continuing and dynamic threat globally.
The mosquito-transmitted dengue viruses, for example, are

endemic throughout the tropical regions of the world and infect
millions of people each year (1). In endemic areas, dengue in-
cidence has a clear seasonal pattern but also, exhibits strong
interannual variation, with major epidemics occurring every few
years (2, 3). In San Juan, Puerto Rico, hundreds of confirmed
cases may be reported over an entire interepidemic season, while
hundreds of cases can be reported every week during the peak of
epidemics (Fig. 1). Timely and effective large-scale interventions
are needed to reduce the serious impacts of dengue epidemics on
health, healthcare systems, and economies (4, 5). Unfortunately,

these epidemics have proven difficult to predict, hindering efforts
to prevent and control their impact.
Research on the determinants of dengue epidemics has in-

cluded both statistical models incorporating historical inci-
dence and climatological determinants (6) and dynamical,

Significance

Forecasts routinely provide critical information for dangerous
weather events but not yet for epidemics. Researchers develop
computational models that can be used for infectious disease
forecasting, but forecasts have not been broadly compared or
tested. We collaboratively compared forecasts from 16 teams
for 8 y of dengue epidemics in Peru and Puerto Rico. The
comparison highlighted components that forecasts did well
(e.g., situational awareness late in the season) and those that
need more work (e.g., early season forecasts). It also identified
key facets to improve forecasts, including using multiple model
ensemble approaches to improve overall forecast skill. Future
infectious disease forecasting work can build on these findings
and this framework to improve the skill and utility of forecasts.
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mathematical models aimed at identifying both intrinsic and ex-
trinsic drivers (7, 8). This body of research led to important in-
sights, such as the putative influence of various climatological
components (9), antibody-dependent enhancement (10, 11),
serotype-specific cross-protection (12, 13), and spatial heterogeneity
(14) on transmission dynamics.
Despite this substantial body of research, there are currently

no operational dengue forecasts with documented prospective
forecast skill, and challenges exist for both forecast development
and assessment. First, the objectives of published forecasts and
outcome metrics vary and are often not tied to specific public
health needs. Second, there have been few accessible dengue
datasets for forecasting research. Third, differences in data and
metrics significantly complicate the comparison of forecasts from
different research groups. Fourth, existing evaluations generally
assess only point prediction accuracy, ignoring information on
forecast confidence. Fifth, evaluations rarely incorporate out-of-
sample testing (testing on either reserved or prospective data
that were not used to develop and fit the models), the most
important test for a forecasting model.
The need to systematically evaluate forecasting tools is widely

recognized (15) and motivated multiple US government agencies
within the Pandemic Prediction and Forecasting Science and
Technology Working Group, coordinated by the White House
Office of Science and Technology Policy, to launch an open
forecasting challenge in 2015, the Dengue Forecasting Project.
First, we worked with epidemiologists from dengue-endemic re-
gions to identify 3 important epidemic forecasting targets: 1) the
intensity of the epidemic peak (peak incidence), 2) the timing of
that peak (peak week), and 3) the total number of cases expected
over the duration of the season (season incidence). Reliable
forecasts of these outcomes could improve the allocation of re-
sources for primary prevention (e.g., risk communication, vector
control) or secondary prevention (e.g., planning medical staffing,
preparing triage units) (16). Additionally, because out-of-sample
prediction is an important test of mechanistic causality, forecasts
could also provide insight on key drivers of dengue epidemics
and therefore, the expected impacts of interventions. Second, we
identified 2 dengue-endemic cities, Iquitos, Peru (17, 18) and San

Juan, Puerto Rico (19), with serotype-specific incidence data and
local climate data that could be released publicly for enough
seasons (13 and 23, respectively) to allow training of models and
forecasting across multiple seasons (Fig. 1). Third, we established
an a priori forecasting framework, including a specific protocol for
submitting and evaluating out-of-sample probabilistic forecasts
made at 4-wk intervals across 4 training and 4 testing seasons for
each of the 3 targets in both locations.

Results
Sixteen teams submitted binned probabilistic forecasts generated
using a variety of approaches, including statistical and mechanistic
models and multimodel ensembles (SI Appendix, Table S1). All
teams used the provided dengue data, 10 (63%) used matched
climate data, 2 used serotype data, and 1 used additional data
on global climate (e.g., Southern Oscillation Index). Three addi-
tional models were developed for comparison: a null model
(equal probability assigned to each possible outcome), a baseline
statistical time series model (a seasonal autoregressive integrated
moving average [SARIMA] model), and a simple ensemble (an
average of the probabilities of the 16 team and baseline forecasts).
After finalizing models and submitting forecasts for 4 training

seasons (2005/2006 to 2008/2009), teams received additional data
and had a maximum of 2 wk to submit forecasts for the testing
seasons (2009/2010 to 2012/2013). Forecasts varied widely (Fig. 2
and SI Appendix, Figs. S1 and S2). For example, forecasts with data
up to week 12 and week 24 predicted that the peaks in the 2012/
2013 season might have been among the lowest or the highest on
record. Confidence also varied: some forecasts were certain of an
outcome being in a particular forecast bin, while others had broad
95% prediction intervals spanning the entire range of historical
values, and some assigned 0 probability to the observed outcome.
We assessed forecast skill using the logarithmic score, a proper

score incorporating probabilistic accuracy and precision. High
logarithmic scores indicate consistent assignment of high prob-
ability to the eventually observed outcome. Forecast skill in-
creased as seasons progressed for most models (Fig. 3). Some
submitted forecasts outperformed both the null and baseline
models for early time points, with numerous models showing
increased skill around the time of the observed peak (median
peak weeks: 22.5 for San Juan and 28 for Iquitos). The peak
incidence target for Iquitos in 2011/2012 was not scored, as no
distinct peak was identifiable. Forecast calibration (e.g., assign-
ing 70% probability to events that occurred 70% of the time)
varied across teams (SI Appendix, Fig. S3) and was strongly as-
sociated with forecast skill (SI Appendix, Fig. S4).
The highest skill early season forecasts (weeks 0 to 24) for

each target–location pair were submitted by Team N (University
of California, San Francisco, peak week, Iquitos), Team E
(VectorBiTE, peak week, San Juan) (20), Team B (Breaking Bad
Bone Fever, peak incidence and total incidence, Iquitos) (21), Team
G (Areté, peak incidence, San Juan), and Team J (Delphi, total in-
cidence, San Juan) (Figs. 3 and 4 and SI Appendix, Table S1).
Many teams outscored both the null model and for each target
except peak week, the baseline model. The ensemble forecast
outperformed most individual models and was the only forecast
to outperform the null model for every target. Training season
forecasts showed similar patterns of low early season skill and
overconfidence by some models, and numerous models out-
performed the baseline and null models (SI Appendix, Fig. S5).The
top teams differed for all targets except peak week in Iquitos (Fig.
4 and SI Appendix, Table S2), but the ensemble forecasts out-
performed the majority of individual forecasts and the null forecast
for all targets for all 8 seasons.
To assess extrinsic factors that may impact forecast skill, we

fitted a series of regression models to target-, location-, and season-
specific variables (SI Appendix). Scores were higher for forecasts
made later in the season (0.043 per week, 95% confidence interval

Fig. 1. Dengue and climate data for Iquitos, Peru and San Juan, Puerto Rico.
The black and colored lines for dengue cases indicate the total and virus-
specific weekly number of laboratory-confirmed cases. The yellow and red
points indicate the peaks in the training and testing datasets, respectively.
The climate data show the weekly rainfall (blue) and mean temperature
(red) for Iquitos and San Juan, respectively, from the National Centers for
Environmental Prediction Climate Forecast System Reanalysis.
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[95% CI]: 0.039 to 0.046), seasons with lower peak incidence (0.43
per location-specific SD, 95% CI: 0.37 to 0.49), seasons with earlier
peaks (0.048 per week prior to long-term location-specific mean,
95% CI: 0.040 to 0.057), San Juan (0.65, 95% CI: 0.54 to 0.76), and
targets with fewer bins (peak and seasonal incidence, 0.0257 per
bin, 95% CI: 0.0221 to 0.0293) (SI Appendix, Table S3).
Comparing high-level forecasting approaches across all targets

and all 8 seasons while controlling for the differences by forecast
week, season characteristics, location, and the numbers of bins
(described above), we found that logarithmic scores were higher
for teams using ensemble approaches (mean difference: 1.02,
95% CI: 0.91 to 1.13) (SI Appendix, Table S3). Forecasts from
models incorporating mechanistic approaches (e.g., compart-
mental models or ensemble models with at least 1 mechanistic
submodel) had lower logarithmic scores (−0.65, 95% CI: −0.80
to −0.49) than purely statistical approaches. Additionally, mod-
els using climate data had lower logarithmic scores (−0.14, 95%
CI: −0.19 to −0.09). Relatedly, we found that forecasts using
ensemble approaches tended to be better calibrated (−0.0010,
95% CI: −0.0034 to 0.0007) and that those using mechanistic
approaches or climate data were less so (SI Appendix, Table S4).
We did not compare models using serotype data or incorporating
vector population dynamics, as only 2 models included serotype
data (using them in different ways), and all but 1 mechanistic
model included modeled vector populations (actual vector data
were not available).

Discussion
Research aimed at forecasting epidemics and their impact offers
tantalizing opportunities to prevent or control infectious dis-
eases. Although many epidemic forecasting tools promise high
accuracy, they have largely been fit to specific, nonpublic datasets
and assessed only on historical data rather than future, unobserved
outcomes. Here, we executed a multimodel assessment of out-of-
sample probabilistic forecasts for key seasonal characteristics of
dengue epidemics. Comparing these forecasts provides insight
on current capabilities to forecast dengue, our understanding of
the drivers of dengue epidemics, challenges to forecast skill, and
avenues for improvement.

Good forecasts should identify possible outcomes relevant to
decision makers and reliably assign probabilities to those out-
comes (22). Proper scores (23, 24) of probabilistic forecasts, such
as the logarithmic score used here, have distinct advantages over
more common point prediction error metrics. Error only measures
1 dimension of forecast skill, the distance between the estimated
and observed outcomes, and does not consider confidence, an es-
sential characteristic for stochastic outcomes. Logarithmic scores for
the submitted forecasts revealed low early season forecast skill, with
many forecasts performing worse than a null forecast that assigned
an equal probability to each possible outcome. Even in endemic
areas with strong seasonal transmission patterns, epidemics are
difficult to predict at time horizons of several months or more.
Nonetheless, several teams consistently outperformed the null

model for each target–location pair, indicating that, even in early
weeks, models provided some reliable information about what
was likely to happen. Not surprisingly, forecasts improved sub-
stantially as seasons progressed and data accumulated. As more
data are reported, the likely outcomes are reduced, and fore-
casting is easier (e.g., if 1,100 cases have been reported by week
40, it is impossible that the season total will be less than 1,000
and extremely unlikely that it would exceed 10,000). Despite this,
some models had decreased or steady late season skill, possibly
indicating that they did not fully account for data updates. Week-
to-week incidence varies substantially, making peaks hard to
identify in real time, and therefore, models with high midseason
to late season skill may be very useful for situational awareness.
Overall scores varied by target, location, and season. Differ-

ences in target-specific scores were not associated with target-
specific entropy, implying that target-specific differences were
more likely due to study design than intrinsic differences in pre-
dictability. Specifically, the peak week target had more bins (52 vs.
11), and therefore, probabilities were distributed across more bins,
leading to lower probabilities for the outcomes and lower scores.
Higher scores for San Juan compared with Iquitos may reflect
differences in dynamics, the availability of more historical data, or
the location-specific bin selection. This difference was not related

Fig. 2. Weeks 12 and 24 forecasts for the 2012/2013 dengue season in
Iquitos and San Juan. The solid black lines indicate the most recent data that
were available to teams to inform these forecasts, and the dashed lines in-
dicate the data that became available later in the season. The colored points
represent point estimates for each team, while the bars represent 50 and
95% prediction intervals (dark and light, respectively). Forecasts for addi-
tional time points and seasons as well as for seasonal incidence are shown in
SI Appendix, Figs. S1 and S2, respectively.

Fig. 3. Forecast skill by team, forecast week, and target in the testing
seasons (2009/2010 to 2012/2013). Solid colored lines represent the scores of
individual teams averaged across all testing seasons for the respective
forecast week, target, and location. For each target, the top forecast for the
first 24 wk (shaded) is indicated in bold (highest average early season score).
The solid black lines indicate the null model (equal probability assigned to all
possible outcomes), the dashed gray lines indicate the baseline model, and
the dotted black lines indicate the ensemble model. Forecasts with loga-
rithmic scores of less than −5 are not shown. Breaks in lines indicate a score
of negative infinity in at least 1 of the testing seasons.
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to location-specific variability, as target-specific entropy was simi-
lar or higher for San Juan (peak week: 1.28 for Iquitos and 2.08 for
San Juan; peak incidence: 1.75 and 1.73, respectively; and season
incidence: 1.28 and 1.39, respectively). However, the long-term
dynamics in the 2 locations were markedly different, with more
recent introduction and serotype replacement in Iquitos vs. de-
cades of hyperendemic transmission in San Juan. The effect of
these differences and simply the availability of more historical data
for San Juan are not distinguishable in this study. Finally, we found
that forecast skill was lower for seasons with later and higher
peaks. The association with later peaks may indicate a particular
challenge of late seasons or a more general association with
atypical peak timing rather than a late season per se, or it may
simply reflect a higher proportion of forecasts being made before
the peak, when there is more uncertainty. Influenza forecasts also
tend to perform worse in late seasons (25). The association of low
forecast skill with high incidence is also a key challenge; seasonal
cycling is generally predictable, but high-incidence epidemics, the
biggest challenge for public health, are the hardest to predict.
A wide variety of modeling approaches was used, including

different criteria for data selection (e.g., climate data, lags), model
frameworks (e.g., mechanistic, statistical), parameter assignment
methods (e.g., fitting, specifying), and forecast generation procedures
(e.g., model selection, combination). Because there are so many
potential options for these components, the 17 models that we
evaluated (teams and baseline) only represent a small subspace
of all possible models. We, therefore, restricted our analysis to 3
high-level characteristics represented by multiple forecasts (climate
data, a mechanistic model, or an ensemble approach), recognizing
that even these findings may not be generalizable. Suitable climatic
conditions are biologically necessary for dengue virus transmission,
yet models including climate data had less skill than models that did
not. One challenge is that climate forecasts may be more useful
than historical data for dengue forecasts, but climate forecasts have
their own uncertainty (26). Moreover, it is possible that better
climate forecasts may not improve dengue forecasts. For example,
climate may determine dengue seasonality, but models charac-
terizing seasonality using historical dengue data alone (e.g., the
baseline SARIMA model) may be able to provide equivalent in-
formation about expected future incidence (6). Incorporating
additional data also increases model complexity in the form of
variability in those data, parameters, and structural assumptions.

Including estimated parameters or model structures that better
match historical data or biological relationships may come at the
expense of lower out-of-sample forecast skill.
Our finding that statistical models generally outperformed

mechanistic models is another indicator of the potential down-
side of overly complex forecasting models. Statistical models may
have performed slightly better because robust uncertainty esti-
mates are easier to generate with standard statistical packages
compared with tailored mechanistic models. For example, the
relatively simple baseline SARIMA models (4 parameters for
Iquitos, 5 for San Juan) were developed with a standard statis-
tical package and generally performed well compared with more
complex models, including having the best overall calibration
and the highest skill forecasts for peak week. Although simple
models have also performed well in other forecasting challenges
(27, 28), mechanistic models should not be dismissed. Mecha-
nistic models allow for the incorporation of biological interac-
tions (e.g., serotype interaction, spatial heterogeneity) and are
essential for estimating the impacts of potential interventions
(29). Statistical models can be used to guide development of
better mechanistic models, capturing key components of good
forecasts, such as seasonality, short-term autocorrelation, and
accurate characterization of uncertainty. Moreover, hybrid ap-
proaches such as ensemble models, including statistical and
mechanistic submodels, may be able to leverage advantages of
both approaches.
Ensemble approaches were used by almost half the teams (7

of 16) (20, 21, 30) and on average, had better calibration and
higher forecast skill than forecasts generated from single models.
Moreover, a simple ensemble of all of the forecasts was among
the highest scoring forecasts for every target and time point and
was the only forecast to outperform the null forecast for all
targets. Despite being a simple average of many forecasts, most
of which performed substantially worse on their own, the ensemble
balanced uncertainty across competing models with different as-
sumptions and parameters, improving calibration by hedging bets
when submodels disagreed and consolidating them when there was
agreement. This cross-model modulation of uncertainty leads to
higher skill forecasts as seen here and in other challenges (25, 28)
and highlights a key advantage of multimodel and multiteam
forecasting: a suite of models is likely to outperform any single
approach (31). It also points to an important future research area:
optimization of ensembles with fitted and dynamic weights.
While these insights can drive future research, there were also

key limitations. For example, 2 potentially important dengue
drivers were not assessed: vector populations and dengue virus
serotypes. Vector data were simply not available on a spatiotem-
poral scale commensurate with the dengue data used here. Be-
cause numerous studies have shown that the interactions between
dengue virus serotypes and human immunity may be a critical
driver of long-term dengue dynamics (32), we provided datasets,
including serotype data. However, only 2 teams chose to use them:
one as an indicator of recent introduction of a serotype and the
other in a complex 4-strain mechanistic compartmental model.
The importance of serotype data for forecasting remains an open
and important question, particularly for long-term dengue-
endemic areas, such as Southeast Asia, where these effects may
be strongest. Datasets with such extensive historical data are rare
but offer an opportunity to identify key epidemic drivers that
could inform current and future surveillance strategies in areas
with less comprehensive historical data. Additionally, the com-
parison of approaches was only among the limited set used by the
teams, not a comprehensive library of approaches. Different data
and models have the potential to improve forecasts, but additional
evidence is needed to understand which data and relationships are
most important for dengue forecasting. Those determinations will
also be key to future surveillance strategies, identifying the most
important data to capture.

Fig. 4. Overall forecast scores for weeks 0 to 24 in the training (2005/2006
to 2008/2009) and testing (2009/2010 to 2012/2013) seasons. Each point is the
average target- and location-specific log score for a model in the training
(left side; light shading) and testing (right side; dark shading) seasons. The
horizontal dispersion within training and testing scores is random to im-
prove visualization. The null forecast for each target is represented by a
horizontal line. Numerous forecasts assigned 0 probability to at least 1 ob-
served outcome. Those individual forecast probabilities were changed to
0.001 before calculating the logarithmic scores.
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The challenge structure also had some limitations. Forecasts
were evaluated on probabilities that were binned according to
prespecified bins. Because targets are on different scales, it is not
clear how to objectively define these bins to enable between-
target comparison. It is also unclear how closely the bins should
be tied to very specific decision-making needs, such as identifying
an “outbreak,” a concept with a wide variety of definitions that
are intrinsically dependent both on surveillance and a threshold
selection algorithm (33). Binned forecasts enable more com-
prehensive comparison of forecasts without selection of a specific
threshold and allow scaling to higher levels, such as the binary
probability of incidence exceeding a particular threshold. The
datasets differed in both amount of data (13 seasons for Iquitos, 23
for San Juan) and characteristics of local dengue (serotype re-
placement in Iquitos, hyperendemicity in San Juan). Yet, those
only represent 2 locations of the many where dengue is endemic.
More datasets will be needed to determine the generalizability of
forecasting tools, but few datasets with this level of detail exist. To
evaluate forecasts over multiple seasons, the project was designed
to use retrospective data and therefore, was not truly prospective.
To facilitate forecasting at 13 time points per season, some future
data were shared. To assure appropriate use, all teams agreed to
forecast using data exclusively from weeks prior to and including
the forecast week, and testing data were only available for 2 wk
and only after selection of a final model and submission of training
forecasts. Another challenge posed by these retrospective datasets
is that they do not represent real-time reporting with its intrinsic
reporting delays, another key forecasting challenge. Short-term
forecasts for seasonal influenza show promise at helping bridge
this gap (25), but comparable data were not available for this
challenge, and the problem is far from solved. The datasets also do
not represent all infections or even all cases, as we focused on
laboratory-confirmed cases. Some cases do not seek care, do not
have access to care, or are misdiagnosed. This may impact forecast
model inputs and outputs, as both the underlying transmission
dynamics and the case burden are imperfectly captured by data on
confirmed cases.
Nonetheless, this project highlights important lessons for the

larger panorama of challenges to advance the research and ap-
plication of epidemic forecasting for public health. First, to make
forecasts relevant to decision making in outbreak responses, tar-
gets should be clearly and quantitatively defined, and they should
directly address specific public health needs. To integrate forecasts
into decision making, it will be vital to refine the way that forecasts
are communicated and maximize their operational relevance.
Second, more participation leads to more information gain both
for improved forecast skill via ensembles and also, for character-
izing the strengths and weakness of different modeling approaches
(25, 28, 34). Opening new data, facilitating access, and presenting
engaging problems can drive participation and enable this type of
research. Third, forecast skill should be openly evaluated on out-
of-sample data with prespecified metrics that consider uncertainty.
Self-evaluation of point predictions on data that are not openly
accessible does little to characterize the utility of a forecasting tool.
Good forecasts should be able to 1) differentiate between possible
out-of-sample outcomes and 2) accurately express confidence in
those predictions. Together, these components can be the building
blocks for future forecasting systems, such as those that have
transformed weather and storm forecasting (35).
Dengue remains a major public health challenge, and decades

of dengue research have led to little progress in prospective
prediction of dengue epidemics. Here, we identified key challenges
and established a framework with datasets to help advance this
research specifically toward targets that would benefit public
health and forecasting science. Next generation models by the
participating teams and others should adopt the testing–training
framework, data, and metrics to assess forecast performance using
the scores of the forecasts published here as benchmarks to

measure advances in forecasting skill. At the same time, it may
be important to refine targets and identify new targets to max-
imize public health utility. Additional datasets to retrospectively
and prospectively develop and validate forecasts will be critical
for demonstrating forecast skill and reliability across multiple
seasons (and multiple locations for broader implementation).
The recent epidemics of chikungunya and Zika viruses have
further complicated clinical and laboratory-based surveillance
for dengue and created a more complex immunological land-
scape for flaviviruses, changes that create new challenges for
interpreting surveillance data and forecasting. There is also a
need for improved surveillance data systems to ensure that data
are machine readable and available in real time to support truly
prospective, real-time forecasts. Lastly, better forecasts will
drive interventions, increasing the importance of better mech-
anistic models that can both forecast and estimate the impact of
interventions. These are formidable challenges, but through
probabilistic forecasting projects, such as the one reported here,
the community can move this research forward, translating the
research into public health tools that can transform the way that
we prepare for and respond to epidemics.

Materials and Methods
Data.Weekly laboratory-confirmed and serotype-specific dengue surveillance
data were provided for 2 endemic locations: Iquitos, Peru (17, 36) and San
Juan, Puerto Rico (19). Data were time referenced starting with 1 January,
and data from 31 December (30 December for leap years) were removed to
ensure 52 wk/y. The week with the lowest average incidence over the
training period was then selected as the end week for the transmission
season (week 26 in Iquitos and week 17 in San Juan) such that each dengue
season began on the following week. All data were final, reflecting all cases
with onset in each week regardless of reporting delays that affected the
availability of data in real time. The data were divided into training data
(Iquitos: 2000/2001 to 2008/2009, San Juan: 1990/1991 to 2008/2009) and
testing data (2009/2010 to 2012/2013 for both locations). Climate and en-
vironmental data were provided for both locations (SI Appendix). Complete
datasets are available at https://predict.cdc.gov and ref. 37. Participants were
permitted to use other data (e.g., social media or demographic data) but not
data on dengue in the study locations or nearby locations unless those data
were made available to all participants.

Forecast Targets. For each season and location, the following targets were
forecasted: Peak week, the week with the highest incidence of dengue (or
undefined if more than 1 wk had the highest number of cases); Peak in-
cidence, the number of dengue cases reported in the peak week; and Total
incidence, the total number of confirmed dengue cases reported over
the season.

Each forecast included a point estimate and a binned probability distri-
bution. For peak week, each bin represented a single week (i.e., 1, 2, . . ., 52).
For peak and total incidence, 11 bins were chosen empirically by setting an
upper bound ∼50% higher than the maxima observed in the training data.
The maximum observed peak incidence in Iquitos was 116 cases, and we
used bins of width 15 cases to cover up to 149 with 10 bins plus a final bin for
150 or more cases. For San Juan, with a maximum of 461 cases, we used bins
of width 50 and 500 or more as the final bin. For total incidence, the maxima
observed were 715 and 6,690 cases for Iquitos and San Juan, respectively. Bin
widths were selected at 100 and 1,000 cases, respectively, with the last bin
for >1,000 or >10,000 cases. Probabilities between 0 and 1 were assigned to
each bin, summing to 1.0 for each specific forecast (e.g., the week 4 forecast
for peak week in San Juan 2005/2006).

Forecasting. The forecasting project started on 5 June 2015, with public
announcement of the challenge and online publication of the training
datasets and forecast templates. Forecasting occurred in 2 stages. First, to
participate, each team was required to submit a model description and a set
of formatted forecasts for all 3 targets at both locations for the last 4 seasons
of the training dataset (2005/2006 to 2008/2009) at 13 time points per season
(weeks 0, 4, 8, . . ., 48) by email by 12 August 2015. Each team explicitly stated
that these were out-of-sample forecasts using only the data from prior time
points in all datasets used. The training forecasts and model descriptions
were evaluated for adherence to the guidelines. Teams meeting those
guidelines received the testing data on 19 August and had 2 wk to generate
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and submit forecasts from the same model for the 4 testing seasons (2009/
2010 to 2012/2013; deadline: 2 September 2015). The only incentives for
participation were the provision of data, the opportunity to compare pro-
spective forecasts, and the opportunity to participate in the development of
this manuscript. Details are available at https://dengueforecasting.noaa.gov
and https://predict.cdc.gov and in ref. 37.

We analyzed 3 additional models for comparison: a null model, a baseline
model, and an ensemble model. The null model assigned equal probabilities
to all bins (e.g., 1 of 52 for each possible peak week). The baseline models
were SARIMA models, capturing seasonal trends and short-term autocorre-
lation [SARIMA(1, 0, 0)(4, 1, 0)12 for San Juan and SARIMA(1, 0, 0)(3, 1, 0)12
for Iquitos] (6). Finally, the ensemble model was created by averaging the
probability bins from all team forecasts and the baseline forecast.

Evaluation. All forecasts were evaluated using the logarithmic score, a proper
scoring rule based on probability densities (24, 38). The logarithmic score is
the average logarithm of the probability assigned to the observed outcome
bin (described above), pi, over n predictions: Sn = 1

n

Pn

i= 1
logðpiÞ. We used

Bayesian generalized linear models to identify season and model charac-
teristics potentially related to forecast skill (SI Appendix). All analyses were
performed in R (https://www.r-project.org/).
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1. Introduction 

In mechanics and physics, invariance plays a significant role. There are some conservation laws in the all continuum 

theory; i.e., quantities that are constant in time, namely, mass and energy or balance laws such as balance of linear and 

angular momentum. There exist two ways to develop the continuum theory. In one hand building of continuum theory is to 

postulate those conservation or balance laws. On the other way, conservation laws and the balance laws can be obtained as 

a result of postulating invariance of a quantity such as energy or Lagrangian density, under some group of transformations. 

In the classical theory of elasticity a deformation is termed as infinitesimal when the space derivatives of the components 

of the displacement vector of an arbitrary particle of the medium are so small that their squares and products may be 

neglected. Many attempts have been made to extend the classical theory of infinitesimal strain to the case of finite strains 

i.e., strains in which the fundamental hypothesis which serves to define an infinite strain is not legitimate. In the theory of 

finite strain, there is two essentially different perspectives which coalesce in the case of infinitesimal strain. We may use 

as the independent variables in terms of which the strains are described either in reference or spatial coordinate system. 

Most of the authors on the subject of finite strain have, probably for the reason of mathematical convenience, adopted the 

Lagrangian system. According to Seth (1935) , ”Like the body-stress equation these (the components of strain) should be referred 

to the actual position of the material point in the strained condition, and not to the position of a point considered before strain. 

Apparently Coker and Filon (1931) were first to notice it and to stress its importance”. 
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From the principle of energy conservation, in the classical theory, the relation between stress and strain can be expressed 

as: The stress tensor equals to the gradient of the elastic-energy-density with respect to the strain tensor . In infinitesimal theory, 

for a virtual displacement of the strained elastic medium, the virtual work done by all the forces, both surface as well as 

body, acting upon the medium can be obtained by integrating the scalar product of the stress tensor and the variation of 

the strain tensor over the medium. This principle is merely an approximation, it is not holds good in the finite-strain theory. 

The exact principle is that the virtual work is obtained by integrating the scalar product of the stress tensor with the space- 

derivative of the virtual displacement vector over the medium (for details see Ref. Murnaghan, 1937 ). So in this view point 

domain of dependence of the proposed model is very significant. 

In the small deformation, physical observations and results of the conventional coupled dynamic thermoelasticity the- 

ories, which were based on the mixed parabolic-hyperbolic governing equations of Biot (1956b) , involved infinite speed of 

thermal signals. This paradoxical circumstances led many researchers to advance various generalizations on the coupled dy- 

namic thermoelasticity theory. They are based on different modifications of the classical Fourier law of heat conduction. The 

refinements aim at derivations of hyperbolic partial differential equations of coupled thermoelasticity. Those are to simulta- 

neously satisfy the following criteria: (i) Finiteness of heat signal propagation speed, (ii) Spatial propagation of thermoelastic 

waves without attenuation, and (iii) Existence of distortion less wave forms akin to the classical d’Alembert type waves. The 

first was due to Cattaneo (1958) , in which a wave type heat equation was derived by postulating a new law of heat conduc- 

tion to replace the classical Fourier law. Later on, Lord and Shulman (1967) , Green and Lindsay (1972) and Green and Naghdi 

(1991, 1992, 1993) have proposed three different generalized heat conduction equations which are the most discussed hy- 

perbolic type heat equations in the literature. All of these modifications, so called thermoelasticity with second sound, have 

been performed in the infinitesimal theory of elasticity. 

In the context of non-linear continuum mechanics, after the pioneering work of Lee (1969) , using the multiplicative de- 

composition of the deformation gradient into mechanical and thermal parts, several authors ( Darijani & Naghdabadi, 2010; 

Imam & Johnson, 1998; Lubarda, 2004 ) have placed their articles for modeling the material behavior under various mechan- 

ical and geometrical boundary conditions in the context of elasto-plastic deformation. 

In this article, based on the laws of conservation of thermodynamics, a spatial description of a fully non-linear coupled 

problem of non-classical thermoelasticity is proposed. There are two distinctions from the classical theory. The heat flux 

vector is additively decomposed into two components: dissipative and energetic. Secondly, the material derivative of the 

absolute temperature with respect to the time is assumed to be proportionate with the heat and the entropy of the system. 

Finally, the linearised form of the proposed model is applied successfully in elastic and poroelastic medium with various 

circumstances. 

2. Kinematics 

Kinematics is the study of the motion of bodies, without regard to the cause of the motion. It is purely a study of 

geometry and is an exact science within the hypothesis of continuum. 

We consider x = (x 1 , x 2 , x 3 ) be a fixed coordinate system with respect to the fixed point o in R 3 and an orthogonal basis 

e i (i = 1 , 2 , 3) is defined there. When a physical body with its reference configuration �0 at, say, t = 0 , moves over a period 

of time and occupies a configuration �t at time t , the material point X = X i e i in �̄0 (the closer of �0 ) is mapped into the 

position x in �t by a smooth vector valued function: 

x = ξ ( X , t) . 

Thus, ξ ( X , t) is the spatial position of the material point X at time t . The one parameter family { ξ ( X , t) } of position is called 
the trajectory of X . We assume that the function ξ be differentiable, injective, and orientation preserving. The function ξ is 

called the motion of the body. 

Since det( 
∂χi 

∂X j 
) > 0 , so there exist another mapping � : X 

t −→ x i.e. X = �( x , t) for every material point in the spatial 

configuration x there is one point �( x , t) in the reference configuration. 

The displacement of the point x is 

u = �( x ) − x 

and 

d X = ∇�( x ) d x i.e. d X i = 

∂�i 

∂x j 
d x j 

The tensor E(x) = ∇�( x ) is called the deformation gradient. 

Thus, E(x) = I + ∇ u(x) where I is the identity tensor ∇ u is the displacement gradient. 

3. Governing equations in generalized thermodynamic framework 

3.1. Balance laws: 

Balance of linear momentum yields the following equation 

t ji, j + ρ( f j − ü j ) = 0 (1) 
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Balance of moment of momentum yields 

t i j = t ji (2) 

where tij is the Cauchy stress tensor. ρ denotes the density of the material. f j and u j are the j th components of the body 

force density and displacement vector u . The superposed dot denotes the differentiation with respect to time t and ‘comma’ 

in the subscript denotes the differentiation with respect to spatial coordinates. 

According to the first law of thermodynamics, balance of energy is given by 

˙ U = t i j ̇ e i j − di v q + Q (3) 

Here U, q and Q denote the internal energy, heat flux vector, and source of heat respectively. e ij represents the strain 

tensor. 

Second law of thermodynamics gives the balance of entropy inequality as follows: 

˙ η ≥ −di v H + S (4) 

where η, H and S are respectively the entropy, entropy flux vector, and source of entropy. 

In Green-Naghdi Type-II and Type-III (for details see Refs. Green & Naghdi, 1992; Green & Naghdi, 1993 ) models of 

generalized thermoelasticity an extra thermal state variable, named thermal displacement, is defined by 

α(x, t) = α0 (x ) + 

∫ t 
0 

θ (x, s ) ds (5) 

Here θ ( x, t ) is an empirical temperature scale, not necessarily the absolute one. 

Now, assuming the summability of θ on R −, we can extend the definition of thermal displacement as 

α(x, t) = 

∫ t 
−∞ 

θ (x, s ) ds 

If we consider α0 (x ) = α(x, 0) , in Eq. (5) , summarizes the temperature history upto the initial time t = 0 i.e. 

α0 (x ) = 

∫ 0 
−∞ 

θ (x, s ) ds 

Therefore, the temperature above the reference temperature i.e. the absolute temperature is defined by 

θ = ˙ α and ˙ α > 0 . (6) 

Consequently, 

H = 

q 

˙ α
and S = 

Q 

˙ α
(7) 

Now, substituting Eq. (7) in Eq. (4) we obtain, 

˙ η ≥ −di v 
[ 
q 

˙ α

] 
+ 

Q 

˙ α

Using Eq. (6) ; 

d 

dt 
(U − θη) ≤ − ˙ θη − 1 

θ
q . (∇θ ) + t i j ̇ e i j 

i.e., 

˙ ψ + 

˙ θη + 

1 

θ
q . (∇θ ) − t i j ̇ e i j = −θχ ≤ 0 (8) 

where χ denotes the rate of entropy production and θχ represents the rate of energy dissipation. In which ψ denotes the 

Helmoltz’s free energy function and Eq. (8) gives the balance of free energy. 

3.2. Constitutive equations: 

The modern research on thermodynamics to strengthening the hardening mechanisms for micro/nano structured ma- 

terials indicate that the adaptation of only one type energetic or dissipative description may be insufficient to accurately 

describe the size effects exhibited in metallic components. therefore, in order to have a better understanding of the ther- 

moelastic characteristics for micro/nano structured materials, it is important to incorporate more than one description of 

the thermodynamic processes into the modelling. 

Without any loss of generality, as mentioned in the above motivation, we assume that the heat flux q is split additively 

as, 

q = q E + q D (9) 
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where q E and q D are the energetic and dissipative components of the heat flux q . 

Consequently, the free energy balance Eq. (8) becomes, 

˙ ψ − t i j ̇ e i j + 

˙ θη + 

1 

θ
q E . (∇θ ) + 

1 

θ
q D . (∇θ ) = −θχ ≤ 0 (10) 

Here the function ˙ ψ and all other functions under consideration can be expressed in terms of the set of state variables 

{ e ij , θ , ∇α, ∇θ}. Now by the chain rule of differentiation we get, 

˙ ψ = 

∂ψ 

∂e i j 
˙ e i j + 

∂ψ 

∂θ
˙ θ + 

∂ψ 

∂�
. ˙ � + 

∂ψ 

∂ G 

. ̇ G (11) 

where � = ∇α, G = ∇θ . 
Substitution of the time derivative of the free energy (11) into the Eq. (10) yields (

∂ψ 

∂e i j 
− t i j 

)
˙ e i j + 

(
∂ψ 

∂θ
+ η

)
˙ θ + 

(
∂ψ 

∂�
+ 

1 

θ
q E 

)
. ˙ � + 

∂ψ 

∂ G 

. ̇ G + 

1 

θ
q D . (∇θ ) ≤ 0 (12) 

which must be satisfied for all states. 

As ˙ e i j , ˙ θ, ˙ � and ˙ G can be chosen arbitrarily, it is sufficient to choose the constitutive equations as; 

t i j = 

∂ψ 

∂e i j 
, η = −∂ψ 

∂θ
, 

1 

θ
q E = −∂ψ 

∂�
, 

∂ψ 

∂ G 

= 0 and q D . (∇θ ) ≤ 0 (13) 

in order to maintain the inequality (12). As a result, the rate of entropy production in any thermodynamically admissible 

process becomes 

χ = − 1 

θ2 
q D . (∇θ ) (14) 

Eq. (13) reveals that the free energy does not depend on ∇θ . Such a class of free energy function in the non-classical 
theory may be taken in the following form: 

ψ = ψ c + 

1 

2 
K 1 ∇ α. ∇ α

in which ψ c represents the free energy function for classical thermoelasticity and K 1 is the non-classical symmetric, positive 

definite, second order conductivity tensor. 

3.3. Field eqs. for heat conduction: 

From the expressions obtained in the constitutive eqs. (13), the time derivative of the free energy function becomes 

˙ ψ = t i j ̇ e i j − η ˙ θ − 1 

θ
˙ q E . (∇ ˙ α) 

or, 

˙ U = t i j ̇ e i j + θ ˙ η − 1 

θ
˙ q E . (∇ ˙ α) 

Using Eq. (3) ; 

−di v q + Q = θ ˙ η − 1 

θ
˙ q E . (∇ ˙ α) (15) 

Now applying the constitutive relations (13) we obtain, 

ρC e ˙ θ = −di v q + Q + 

2 

θ
˙ q E . (∇θ ) + θ ˙ e i j 

∂t i j 
∂θ

(16) 

where C e denotes the specific heat and is defined by 

ρC e = −θ
∂ 2 ψ 

∂θ2 
(17) 

3.3.1. The linearised form: 

In this section we summarize the initial boundary value problem (IBVP) for generalized thermoelasticity in linearised 

form. 

The balance of linear momentum Eq. (1) , the thermal displacement-temperature relation together with the balance of 

energy in the conservation form Eq. (15) lead to the system of PDEs governs the thermoelastic behaviour in the non-classical 

regime, given by 
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t i j, j + ρ( f i − ü i ) = 0 , 

˙ α = θ, 

T 0 ˙ η = −di v q + Q, (18) 

in which u = ˙ u = 0 , α = 0 , θ = T 0 are assumed to be the natural state of the body. 

The constitute equations can be derived from the classical Helmholtz free energy function, such that 

t i j = 

∂ψ 

∂e i j 
, η = −∂ψ 

∂θ
, q = q E + q D , q E = −T 0 

∂ψ 

∂�
, q D = −K 2 ∇θ (19) 

and 

ψ = 

1 

2 
C i jkl − T 0 βi j e i j −

ρC e 
2 T 0 

θ2 + 

1 

2 
K 1 (∇α) . (∇α) 

where C ijkl is the forth order elasticity tensor, β ij is the thermodynamic coupling tensor, K 2 is the classical heat conduction 

tensor and K 1 is the material constant characteristic of the body i.e., the non-classical conductivity tensor. 

The linearised form of this theory has a wonderful similarity with Green-Naghdi Type-III model. In Green-Naghdi model 

if we substitute the non-classical conductivity tensor by T 0 K 1 then this new model can be revealed. 

3.4. Domain of dependence inequality: 

Here we confine our attention on the statement and proof of the domain of dependence inequality for the solutions of 

the dynamic thermoelastic problem. 

By a solution of the mixed initial boundary value problem in � = �t × (0 , τ ) we mean the pair ( u , θ ) satisfy the 

Eqs. (18) in � together with initial conditions 

u ( x , 0) = u 0 ( x ) , ˙ u ( x , 0) = ˙ u 0 ( x ) , θ ( x , 0) = T 0 ( x ) , (20) 

and boundary conditions 

u ( x , t) | 
∂�(1) 

t 
= 0 , t i j ( x , t) | ∂�(2) 

t 
= 0 , θ ( x , t) | 

∂�(3) 
t 

= 0 , [ q ( x , t) . n ( x )] | 
∂�(4) 

t 
= 0 (21) 

in which n is the unit normal to ∂�t and ∂�(i ) 
t fixed subset of ∂�t such that 

¯∂�(1) 
t ∪ ∂ �(2) 

t = 

¯∂ �(3) 
t ∪ ∂ �(4) 

t = ∂ �t ;

¯∂�(1) 
t ∩ ∂ �(2) 

t = 

¯∂ �(3) 
t ∩ ∂ �(4) 

t = ∅ . 
If ∂�(1) 

t = ∅ , then there exists a family of rigid motions which are the solutions of Eq. (18) . To avoid the occurrence of 

the trivial solution in the case of such boundary conditions it is necessary to impose the following normalization restrictions 

on the initial data and boundary forces: ∫ 
�t 

u 0 ( x ) d x = 

∫ 
�t 

˙ u 0 ( x ) d x = 

∫ 
�t 

u 0 ( x ) × x d x = 

∫ 
�t 

˙ u 0 ( x ) × x d x = 0 , ∫ 
�t 

f ( x , t) d x = 

∫ 
�t 

f ( x , t) × x d x = 0 ; 0 < t < τ. 
(22) 

With the similar analogy, if ∂�(3) 
t = ∅ , we assume 

∫ 
�t 

[
T 0 βi j e i j ( x , 0) + ρC e T 0 ( x ) 

]
d x = 0 , ∫ 

�t 
ρQ( x , t) d x = 0 , 0 < t < τ. 

(23) 

To analyse the obtained solutions of the mixed initial boundary value problem including all possible boundary conditions 

defined in Eq. (21) , here we define following spaces: 

˜ H 

1 
(�t ) = 

{ 

u ( x , t) ∈ H 

1 (�t ) : u | 
∂�(1) 

t 
= 0 or i f, ∂�(1) 

t = ∅ then (22) 1 holds 

} 

, 

˜ H 

1 (�t ) = 

{ 

θ ( x , t) ∈ H 

1 (�t ) : θ | 
∂�(3) 

t 
= 0 or i f, ∂�(3) 

t = ∅ then (23) 1 holds 

} 

, 

˜ H 

2 
(�t ) = H 

2 (�t ) ∩ 

˜ H 

1 
(�t ) ; ˜ H 

2 (�t ) = H 

2 (�t ) ∩ 

˜ H 

1 (�t ) . 

˜ L 
1 
(�t ) = 

{ 

f ( x , t) ∈ L 2 (�t ) ; or i f, ∂�(1) 
t = ∅ then (22) 2 holds 

} 

, 

˜ L 
2 
(�t ) = 

{ 

G ( x , t) ∈ L 2 (�t ) ; or i f, ∂�(3) 
t = ∅ then (23) 2 holds 

} 

, 
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L (�t ) = 

˜ L 
1 
(�t ) × ˜ L 

2 
(�t ) , L (0 , τ : �t ) = 

˜ L 
2 
(0 , τ ; L (�t )) . 

W (0 , τ ;�t ) = 

[ 
H 

2 
(
0 , τ ; L 2 (�t ) 

)
∩ H 

1 
(
0 , τ ;H 

1 (�t ) 
)

∩ L 2 
(
0 , τ ; ˜ H 

1 
(�t ) 

)] [ 
H 

1 
(
0 , τ ; L 2 (�t ) 

)
∩ L 2 

(
0 , τ ; ˜ H 

2 
(�t ) 

)] 
. 

In which L 1 , L 2 , H 

2 , etc. represent the usual space of scalar functions, while L 1 , L 2 , H 

1 etc. the set of vectorial or tensorial 

functions. 

Definition 1: A pair ( u , θ ) is said to be a strong solution of the IBVP (19)-(21) in � with the initial conditions ( u 0 , θ0 , ˙ u 0 ) ∈ 

˜ H 

2 
(�t ) × ˜ H 

2 (�t ) × ˜ H 

1 
(�t ) and source ( f , G ) ∈ L (0 , τ ;�t ) , if ( u , θ ) ∈ W (0 , τ ;�t ) and satisfy Eq. (19) almost everywhere 

in � and Eq. (21) almost everywhere in �t . 

Definition 2: If ( u , θ ) be a solution of (19)-(21), then for every domain A ⊂ �t , we define the total energy 

E (A , t) = 

∫ 
A 

ρ
[ 
1 

2 
| ̇ u ( x , t) | 2 + ψ( x , t) 

] 
d x (24) 

We now employ the function E to state and proof the domain of dependence inequality for the solution of (19)-(21). 

Lemma: Prove that 

| η ˙ θ(t) + 

1 

θ
˙ q E (t) . (∇θ (t)) | ≤ ζ

[ 
1 

2 
˙ u 

2 + ψ(t) 
] 

(25) 

where ζ is a constant depends upon the material moduli. 

Proof: The non-negativity of the entropy production defined in Eq. (14) is satisfied because of the inequality (13) 4 and 

it gives the insurance to satisfy the Eqs. (8) and (12). Hence, it follows that the temperature has to be strictly positive. 

Therefore, 

| η ˙ θ(t) + 

1 

θ
˙ q E (t) . (∇θ (t)) | ≤ | ˙ ψ − t i j ˙ e i j | 

≤ | ∂ψ 

∂θ
˙ θ + 

∂ψ 

∂�
. ˙ � + 

∂ψ 

∂ G 

. ̇ G | 

≤ ∂ 

∂t 

(
T otal energy of the system 

)

Therefore, | η ˙ θ (t) + 

1 
θ
˙ q E (t) . (∇θ (t)) | ≤ ζ [ 1 2 ˙ u 

2 + ψ(t)] . �

Theorem: Let ( u , θ ) be a solution of (19)-(21), then for every ( x 0 , t 0 ) ∈ � we have 

E (B( x 0 , a ) , t 0 ) ≤ E (B( x 0 , a + ζ t 0 ) , 0) + 

∫ t 0 
0 

∫ 
�t ∩ B ( x 0 ,a + ζ t 0 ) 

ρ
[ 
˙ u . ̈u + t i j ˙ e i j 

] 
d x dt (26) 

with B( x 0 , a ) = { x ∈ �t ; | x − x 0 | < a } . 
Proof: Without any loss of generality, let us consider a function φ defined in C ∞ 

0 
( R 3 , R ) and ( u , θ ) be a solution of (19)-(21) 

such that 

E φ(�t , t) = 

∫ 
�t 

ρ
[ 
1 

2 
| ̇ u ( x , t) | 2 + ψ( x , t) 

] 
φ( x , t) d x 

Therefore, 

˙ E φ(�t , t) = 

∫ 
�t 

ρ
[ 
˙ u . ̈u + 

˙ ψ ( x , t) 
] 
φ( x , t) d x + 

∫ 
�t 

ρ
[ 
1 

2 
| ̇ u ( x , t) | 2 + ψ( x , t) 

] 
˙ φ( x , t) d x 

Let x 0 be a fixed point in �t for x ∈ �t , a > 0 , t < T . We define 

φ( x , t) = φδ

(
| x − x 0 | − a − ζ (T − t) 

)
with φδ ∈ C ∞ ( R ) , φ′ 

δ
< 0 and 

φδ(z) = 1 i f z ≤ −δ

= 0 i f z ≥ δ

So that 

˙ φδ( x , t) = ζφ′ 
δ( x , t) 

∇φδ( x , t) = ∇| x − x 0 | φ′ 
δ( x , t) 

Thus, 
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˙ E φ(�t , t) = 

∫ 
�t 

ρ
[ 
˙ u . ̈u + t i j ˙ e i j 

] 
φδ( x , t) d x −

∫ 
�t 

ρ
{ [ 

η ˙ θ + 

1 

θ
q E . (∇θ ) 

] 
φδ( x , t) − ζ

[ 
1 

2 
| ̇ u ( x , t) | 2 + ψ( x , t) 

] 
φ′ 

δ( x , t) 
} 

d x 

≤
∫ 
�t 

ρ
[ 
˙ u . ̈u + t i j ˙ e i j 

] 
φδ( x , t) d x 

On integration over (0, T ) we obtain, 

E φδ
(�t , T ) − E φδ

(�t , 0) ≤
∫ T 
0 

∫ 
�t 

ρ
[ 
˙ u . ̈u + t i j ˙ e i j 

] 
φδ( x , t) d x dt 

When δ tend to 0; φδ( x , t) tends to the characteristic function of B( x 0 , a + ζ (t − T )) , and the expression under the 

integral sign is given by Eq. (26) . �

4. Applications 

Thermo-acoustics in gases is a mechanism by which work done by the acoustic waves can be applied to transfer heat 

across the medium ( Garrett, 2004; Swift, 1988; Wheatley, Hofler, Swift & Migliori, 1985 ). Though acoustic waves themselves 

do not transport heat on the average, it is possible to have such a transport if the phase angle between the particle velocity 

and temperature oscillations is altered by the presence of a thermal reservoir. The oscillation of fluid particles results in 

instantaneous heat transport. This transport can produce a heat transport if its time average at a given location is non-zero. 

Due to the intrinsic higher thermal conductivity, similar phenomenon is also exits in solids. In fact, given thermoelastic 

propagating waves in a homogeneous isotropic solid, the phase angle between the particle velocity and temperature oscil- 

lations enables motion-induced heat flux. This heat flux component is in addition to the Fourier conduction of heat flux. 

4.1. Isotropic elastic solid 

This section is devoted to analyse the thermoelastic interactions caused by a continuous heat source in a homogeneous 

and isotropic unbounded thermoelastic solid, by employing the proposed new thermoelasticity theory. The problem is solved 

by using suitable integral transformations. After some tedious mathematical manipulations, we have obtained the exact 

expressions of the temperature and stress fields in closed form. 

4.1.1. Governing equations: 

The governing equations (linear form) of the thermodynamically consistent generalized thermoelasticity at finite defor- 

mation are 

μ∇ 

2 u + (λ + μ) ∇(di v u ) − β∇ θ + ρf = ρü (27) 

T 0 K 1 ∇ 

2 θ + K 2 ∇ 

2 ˙ θ + ρ ˙ Q = ρC e ̈θ + βT 0 (∇ . ̈u ) (28) 

Here u is the displacement vector; θ is the temperature change with respect to the reference temperature T 0 ; f is the 

external force; and Q is the external rate of heat supply, both measured per unit mass; ρ is the mass density; C e is the 

specific heat; λ and μ are the lame constants; β = (3 λ + 2 μ) αt ; αt being the coefficient of volume expansion. 

The strain tensor E and the stress tensor T associated with u and θ are given by the following geometrical and constitu- 

tive relations, respectively, as 

E = 

1 

2 
(∇ u + ∇ u 

T ) , 

T = λ(di v u ) I + μ(∇ u + ∇ u 

T ) − βθ I (29) 

In all the above equations, the direct vector/tensor notation is employed. A superposed dot denotes the partial derivative 

with respect to the time variable t . 

We suppose that the constants appearing in Eqs. (27) and (28) satisfy the inequalities: 

μ > 0 , λ + μ > 0 , ρ > 0 , T 0 > 0 , C e > 0 , β > 0 , K 1 > 0 , K 2 > 0 

Then Eqs. (27) and (28) represent a fully hyperbolic system that permits finite speed for both elastic and thermal waves, 

which are coupled together in general. 

In the problem of discussing a specific initial boundary value problem, it is convenient to rewrite the Eqs. (27–29) in 

non-dimensional form. For this we consider the transformations: 

x ′ = 

1 

l 
x , t ′ = 

v 
l 
t, u 

′ = 

λ + 2 μ

lβT 0 
u , θ ′ = 

θ

T 0 
, E ′ = 

λ + 2 μ

βT 0 
E , T ′ = 

1 

βT 0 
T , 

f 
′ = 

l(λ + 2 μ) 

βT 0 ρv 2 
f , Q 

′ = 

l 

ρC e v T 0 
Q 
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Here l is a standard length and v is a standard speed. 

Applying the above mentioned transformations and suppressing primes, Eqs. (27–29) can be recast in the following man- 

ner: 

C 2 S ∇ 

2 u + (C 2 P −C 2 S ) ∇(di v u ) −C 2 P ∇θ + ρf = ü (30) 

C 2 T ∇ 

2 θ + C 2 D ∇ 

2 ˙ θ + ρ ˙ Q = θ̈ + ε(∇ . ̈u ) (31) 

E = 

1 

2 
(∇ u + ∇ u 

T ) 

T = 

(
1 − 2 

C 2 S 
C 2 
P 

)
(di v u ) I + 

C 2 S 
C 2 
P 

(∇ u + ∇ u 

T ) − θ I (32) 

where C 2 P = 

λ+2 μ
ρv 2 , C 

2 
S = 

μ
ρv 2 , C 

2 
T = 

T 0 K 1 
ρC e v 2 

, C 2 D = 

K 2 
lρC e v 

and ε = 

β2 T 0 
ρC e (λ+2 μ) 

. 

Eqs. (30) and (31) represent the governing equations in coupled form for displacement and temperature fields. We ob- 

serve that C P and C S , respectively, denote the speeds of purely elastic dilatational and shear waves. C T represents the speed 

of the thermal waves without energy dissipation at finite deformation and C D denotes the speed of the purely thermal 

waves in the material body. ε is the usual thermoelastic coupling parameter. 

4.1.2. Statement of the problem: 

Here we consider a homogeneous, isotropic unbounded thermoelastic medium and the conventional cylindrical polar 

coordinate system is adopted to characterise the position of the particles. With the assumption of axisymmetric condition, 

the non-dimensional governing equations, in absence of body forces, become 

C 2 P 

(
∇ 

2 φ − θ
)

= 

∂ 2 φ

∂t 2 
(33) 

(
C 2 T + C 2 D 

∂ 

∂t 

)
∇ 

2 θ = 

∂ 2 θ

∂t 2 
+ ε

∂ 2 

∂t 2 

(∇ 

2 φ
)

− ρ
∂Q 

∂t 
(34) 

σr = 

1 

C 2 
P 

∂ 2 φ

∂t 2 
− 2 

r 

C 2 S 
C 2 
P 

∂φ

∂r 
(35) 

σ� = 

1 

C 2 
P 

∂ 2 φ

∂t 2 
− 2 C 2 S 

C 2 
P 

∂ 2 φ

∂r 2 
(36) 

where r is the radial distance measured from the axis of symmetry (z − axis ) , ∇ 

2 is the Laplacian operator, φ is the ther- 

moelastic potential, defined by 

u = 

∂φ

∂r 
. 

In which u is the radial displacement, σ r is the radial stress, σ� is the circumferential stress. 

Again we suppose that the medium was at rest in a undeformed and unstressed state at a uniform reference temperature. 

There was no body force acted upon the medium. The deformation occurred due to the presence of internal heat sources. 

The strength of the internal source of heat is given by 

Q = 

Q 0 

r 
δ(r) H(t) (37) 

where δ( r ) is the Dirac-delta function, H ( t ) is the Heaviside unit step function and Q 0 is a constant. 

4.1.3. Solution in integral transform domain: 

Elimination of θ from Eqs. (33) and (34) gives [(
C 2 T + C 2 D 

∂ 

∂t 

)
C 2 P ∇ 

4 −
{ (

C 2 T + C 2 D 
∂ 

∂t 

)
+ (1 + ε) C 2 P 

} 

∇ 

2 ∂ 
2 

∂t 2 
+ 

∂ 4 

∂t 4 

]
φ + C 2 P ρ

∂Q 

∂t 
= 0 (38) 

As, initially the medium was at rest with undeformed and unstressed state, so all the field functions satisfy homogeneous 

initial conditions. Taking Laplace transformation of the Eq. (38) under the homogeneous initial conditions we obtain [(
C 2 T + C 2 D s 

)
C 2 P ∇ 

4 −
{ (

C 2 T + C 2 D s 
)

+ (1 + ε) C 2 P 

} 

s 2 ∇ 

2 + s 4 
]
φ̄ + ρC 2 P 

Q 0 

r 
δ(r) = 0 (39) 

Here an over bar denotes the Laplace transformation of the field functions and s is the transform parameter. 
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Eq. (39) may be written in the following form: (
∇ 

2 − λ2 
1 

)(
∇ 

2 − λ2 
2 

)
φ̄ = − Q 0 ρ(

C 2 
T 

+ C 2 
D 
s 
)
r 
δ(r) (40) 

where λ1 and λ2 are the roots of the bi-quadratic equation: 

λ4 − s 2 (
C 2 
T 

+ C 2 
D 
s 
)
C 2 
P 

{ (
C 2 T + C 2 D s 

)
+ (1 + ε) C 2 P 

} 

λ2 + 

s 4 (
C 2 
T 

+ C 2 
D 
s 
)
C 2 
P 

= 0 (41) 

Now, applying Hankel transformation in both sides of Eq. (40) we get (
ξ 2 + λ2 

1 

)(
ξ 2 − λ2 

2 

)
˜ φ = − Q 0 ρ(

C 2 
T 

+ C 2 
D 
s 
) (42) 

where 

˜ φ(ξ , s ) = H 0 

[ 
φ̄(r, s ) ; r → ξ

] 
= 

∫ ∞ 

0 

r J 0 (ξ r ) ̄φ(r, s ) dr 

in which J 0 is the Bessel function of 1st kind and of order zero. 

Taking inverse Hankel transformation defined by 

φ̄(r, s ) = 

∫ ∞ 

0 

ξ J 0 (ξ r) ̃  φ(ξ , s ) dξ = H 

−1 
0 

[ 
˜ φ(ξ , s ) ; ξ → r 

] 

from Eq. (42) we obtain 

φ̄(r, s ) = 

Q 0 ρ(
C 2 
T 

+ C 2 
D 
s 

)(
λ2 
1 

− λ2 
2 

)[ 
K 0 

(
λ1 r 

)
− K 0 

(
λ2 r 

)] 
(43) 

where K 0 ( z ) is the modified Bessel function of second kind and of order zero. 

With the help of Eq. (43) from Eq. (33) we get 

θ̄ (r, s ) = 

Q 0 ρ(
C 2 
T 

+ C 2 
D 
s 

)(
λ2 
1 

− λ2 
2 

)
[(

λ2 
1 −

s 2 

C 2 
P 

)
K 0 

(
λ1 r 

)
−

(
λ2 
2 −

s 2 

C 2 
P 

)
K 0 

(
λ2 r 

)]
(44) 

and from Eqs. (35) and (36) we obtain the expressions of stresses in the Laplace transform domain 

σ̄r (r, s ) = 

Q 0 ρ(
C 2 
T 

+ C 2 
D 
s 

)(
λ2 
1 

− λ2 
2 

) 2 ∑ 

α=1 

(−1) α−1 

[
s 2 

C 2 
P 

K 0 
(
λαr 

)
− 2 C 2 S 

C 2 
P 
r 
λα I 1 

(
λαr 

)]
(45) 

σ̄�(r, s ) = 

Q 0 ρ(
C 2 
T 

+ C 2 
D 
s 

)(
λ2 
1 

− λ2 
2 

) 2 ∑ 

α=1 

(−1) α−1 

[(
s 2 

C 2 
P 

− 2 C 2 S 
C 2 
P 
r 
λ2 

α

)
K 0 

(
λαr 

)
− 2 C 2 S 

C 2 
P 
r 
λα I 1 

(
λαr 

)]
(46) 

where I 1 ( z ) denotes the modified Bessel function of 1st kind and of order one. 

4.1.4. Special case: 

Eqns. (44) –(46) represents the expressions of the temperature and stresses in the Laplace transform domain. Now, when 

there is no energy dissipating from the system i.e., K 2 = 0 we obtain the following exact solutions, in closed form, for θ , σ r 

and σ� : 

θ (r, t) = 

ρQ 0 V 
2 
1 V 

2 
2 

C 2 
T 

(
V 2 
1 

−V 2 
2 

) 2 ∑ 

α=1 

[
(−1) α

(
1 

V 2 α

− 1 

C 2 
P 

)(
t 2 − r 2 

V 2 α

)
−1 / 2 H 

(
t − r 

V α

)]
(47) 

σr (r, t) = 

ρQ 0 V 
2 
1 V 

2 
2 

C 2 
T 

(
V 2 
1 

−V 2 
2 

) 2 ∑ 

α=1 

(−1) α
[

1 

C 2 
P 

(
t 2 − r 2 

V 2 α

)
−1 / 2 + 

2 C 2 S 
C 2 
P 
r 2 

(
t 2 − r 2 

V 2 α

)
1 / 2 

]
H 

(
t − r 

V α

)
(48) 

σ�(r, t) = 

ρQ 0 V 
2 
1 V 

2 
2 

C 2 
T 

(
V 2 
1 

−V 2 
2 

) 2 ∑ 

α=1 

(−1) α
[(

1 

C 2 
P 

− 2 C 2 S 
C 2 
P 
V 2 α

)(
t 2 − r 2 

V 2 α

)
−1 / 2 − 2 C 2 S 

C 2 
P 
r 2 

(
t 2 − r 2 

V 2 α

)
1 / 2 

]
H 

(
t − r 

V α

)
(49) 

where V α = 

1 √ 

2 

[{ C 2 T + (1 + ε) C 2 P } + (−1) α+1 �
]
1 / 2 and 

� = 

[{ C 2 
T 

− (1 + ε) C 2 
P 
} 2 + 4 εC 2 

P 
C 2 
T 

]
1 / 2 
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From the above expressions of temperature distribution and stress field it is observed that each of the solutions consist 

of two components corresponding to two distinct coupled waves propagating with the respective speeds V 1 and V 2 . It is also 

noticed that the faster wave with speed V 1 is a predominantly elastic wave (e − wa v e ) or a predominantly thermal wave 

(θ − wa v e ) according as C P > C T or C P < C P . A Similar analysis holds for the slower wave with speed V 2 that is, elastic wave 

for C P < C T and thermal wave for C P > C T . 

4.2. Poroelastic solid 

The theories of thermoelasticity as well as poroelasticity were established by Biot (1956a,b) . He was very much aware of 

the isomorphism between thermoelastic continua and mechanics of porous media. Biot (1964) also shows that the theory 

of porous media applies immediately to thermoelasticity. Through the experimental study, Gurevich, Kelder and Smeul- 

ders (1999) confirms that the poroelasticity theory of Biot is adequate to describe the behaviour of porous material. There is 

another analogy, to translate the results from thermoelasticity in solving the problems of poroelasticity, in which the fluid 

pressure replaces the temperature and the relative fluid displacement is applied instead of the thermal displacement. In this 

section, the theory of Biot is adopted in a thermally conducting, isotropic porous solid saturated with a non-viscous fluid. 

4.2.1. Governing equations: 

The governing equations for isotropic thermally conducting fluid saturated porous medium is given by (in absence of 

body forces) 

μ∇ 

2 u + (λ + μ + α2 M) ∇(di v u ) + αM∇(di v w ) − βs ∇θ = ρü + ρ f ẅ (50) 

αM∇(di v u ) + M∇(di v w ) − β f ∇θ = ρ f ̈u + q ̈w (51) 

T 0 K 1 ∇ 

2 θ + K 2 ∇ 

2 ˙ θ + ρ ˙ Q = ρC e ̈θ + βT 0 (∇ . ̈u + ∇ . ̈w ) (52) 

Here λ and μ are the Lame constants for porous medium; M is the elastic parameter for isotropic bulk coupling of 

fluid and solid particles; w i denotes the component of the averaged fluid motion relative to solid frame and is defined as 

w i = f (U i − u i ) , in which f is the porosity of the solid, u i and U i are the displacement components in solid and fluid phases 

respectively. β = βs + αβ f ; ρ and ρ f are the densities of porous aggregate and pore-fluid respectively. q is the parameter 

represents inertial coupling between pore-fluid and solid matrix of porous aggregate. 

As it was done in the previous section, the dimensionless form of the eqs. (50) - (52) are as follows: 

C 2 S ∇ 

2 u + (C 2 P −C 2 S + α2 C 2 F ) ∇(di v u ) + αC 2 F ∇(di v w ) − βs 

β
C 2 P ∇θ = ü + 

ρ f 

ρ
ẅ (53) 

αC 2 F ∇(di v u ) + C 2 F ∇(di v w ) − β f 

β
C 2 P ∇θ = 

ρ f 

ρ
ü + 

q 

ρ
ẅ (54) 

C 2 T ∇ 

2 θ + C 2 D ∇ 

2 ˙ θ + ρ ˙ Q = θ̈ + ε(∇ . ̈u + ∇ . ̈w ) (55) 

where C 2 F = 

M 

ρv 2 . 

Eqs. (53) –(55) represent the governing equations in coupled form of displacements of solid and fluid phases and the 

temperature field. C F denotes the speed of the fluid motion relative to solid frame. 

Similar to the previous section, due to axial-symmetric the above set of equations becomes; (
C 2 P + (α − f ) αC 2 F 

)
∇ 

2 φ − βs 

β
C 2 P θ + fαC 2 F ∇ 

2 � = 

(
1 − ρ f 

ρ
f 
)
φ̈ + f 

ρ f 

ρ
�̈ (56) 

(
α − f 

)
C 2 F ∇ 

2 φ − βs 

β
C 2 P θ + fC 2 F ∇ 

2 � = 

(ρ f 

ρ
− q 

ρ
f 

)
φ̈ + f 

q 

ρ
�̈ (57) 

(
C 2 T + C 2 D 

∂ 

∂t 

)
∇ 

2 θ = 

∂ 2 θ

∂t 2 
+ ε

∂ 2 

∂t 2 

(
(1 − f ) ∇ 

2 φ − f∇ 

2 �
)

− ρ
∂Q 

∂t 
(58) 

where r is the radial distance measured from the axis of symmetry (z − axis ) , ∇ 

2 is the Laplacian operator, φ is the ther- 

moelastic potential, defined by 

u = 

∂φ

∂r 
. 

In which u is the radial displacement, and � is the potential function for fluid motion over the solid such that 

U = 

∂�

∂r 
. 
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Now from the eqs. (56) - (58) we obtain, 

(
A ∇ 

6 + B ∇ 

4 + C∇ 

2 + D 

)
φ = 

[ { 

fC 2 F ∇ 

2 − q 

ρ
f 
∂ 2 

∂t 2 

} { 

fαC 2 F ∇ 

2 − ρ f 

ρ
f 
∂ 2 

∂t 2 

} 

− βs β f 

β2 
C 4 P 

] 
ρ

∂Q 

∂t 
(59) 

where 

A = f αC 4 F (α − f ) 
(
C 2 D 

∂ 

∂t 
−C 2 T 

)

B = C 2 F (α − f ) 
{ ρ f 

ρ
f 

(
C 2 T −C 2 D 

∂ 

∂t 

)
∂ 2 

∂t 2 
+ f 

(
αC 2 F + 

βs 

β
εC 2 P 

)
∂ 2 

∂t 2 

} 

+ f αC 2 F 

(ρ f 

ρ
− q 

ρ
f 

)(
C 2 T −C 2 D 

∂ 

∂t 

)
∂ 2 

∂t 2 

− fC 2 P C 
2 
F ε(1 − f ) 

(
βs 

β
− α

β f 

β

)
∂ 2 

∂t 2 

C = ε f (1 − f ) 
(
qβs 

ρβ
− ρ f β f 

ρβ

∂ 4 

∂t 4 

)(ρ f 

ρ
− f 

q 

ρ

){ 

f 
ρ f 

ρ

(
C 2 T −C 2 D 

∂ 

∂t 

)
∂ 2 

∂t 2 
− fαC 2 F 

∂ 2 

∂t 2 
− fεC 2 P 

βs 

β

∂ 2 

∂t 2 

} 

∂ 2 

∂t 2 

− f C 2 F 
ρ f 

ρ
(α − f ) 

∂ 2 

∂t 2 

D = f 
ρ f 

ρ

(ρ f 

ρ
− f 

q 

ρ

)
∂ 4 

∂t 4 

This gives the governing equation for φ. Once φ is determined by solving this equation (with appropriate boundary 

conditions), then u, U and θ are follows from the eqs. (56) - (58). 

4.2.2. Solution of the problem: 

We suppose that initially the porous medium was at rest in an unstressed and unstrained state at a uniform reference 

temperature T 0 . Also, we consider the strength of the heat source is given by 

Q = 

Q 0 

r 
δ(r) H(t) (60) 

Now employing Laplace transformation with respect to the time variable t and after some mathematical manipulations 

eqs. (56) - (59) yields 

φ̄(r, s ) = Q 0 

[ 
A 3 K 0 (λ3 r) + A 4 K 0 (λ4 r) + A 5 K 0 (λ5 r) 

] 

�̄(r, s ) = Q 0 V 

[ 
A 3 K 0 (λ3 r) + A 4 K 0 (λ4 r) + A 5 K 0 (λ5 r) 

] 

θ̄ (r, s ) = Q 0 
β

β f C 
2 
P 

5 ∑ 

i =3 

A i 

[ { 

α − (V − 1) f 
} 

C 2 F 
1 − λi 

r 
K 1 (λi r) + 

{ (
α − (V − 1) f 

)
λ3 C 

2 
F −

(ρ f 

ρ
− (V − 1) 

q 

ρ

)
s 2 

} 

K 0 (λi r) 
] 

(61) 

In which 

A 3 = 

−1 (
λ2 
3 

− λ2 
4 

)(
λ2 
3 

− λ2 
5 

)[ (
ρ f β f − qβs 

)
s 2 − ρλ2 

3 C 
2 
F 

(
αβ f − βs 

)] 
f 

β
C 2 P 

A 4 = 

−1 (
λ2 
3 

− λ2 
4 

)(
λ2 
3 

− λ2 
5 

)[ (
ρ f β f − qβs 

)
s 2 − ρλ2 

4 C 
2 
F 

(
αβ f − βs 

)] 
f 

β
C 2 P 

A 5 = 

−1 (
λ2 
3 

− λ2 
4 

)(
λ2 
3 

− λ2 
5 

)[ (
ρ f β f − qβs 

)
s 2 − ρλ2 

5 C 
2 
F 

(
αβ f − βs 

)] 
f 

β
C 2 P 

V = 

C 2 P + (α − f )(α − 1) C 2 F 
f (1 − α) C 2 

F 

and λ2 
i 

(i = 3 , 4 , 5) are the roots of the equation 

Ā λ6 + B̄ λ4 + C̄ λ2 + D̄ = 0 (62) 

The roots are given by 
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Fig. 1. Temperature distribution near the source of heat at t = 0 . 25 . 

λ2 
3 = 

1 

3 

(
2 ̄P sin ( Q̄ ) + Ā 

)

λ2 
4 = − P̄ 

3 

(√ 

3 cos ( Q̄ ) + sin ( ̄P ) 
)

+ 

Ā 

3 

λ2 
5 = 

P̄ 

3 

(√ 

3 cos ( Q̄ ) − sin ( ̄P ) 
)

+ 

Ā 

3 
(63) 

where 

P̄ = 

√ 

B̄ 2 −3 ̄A ̄C 

Ā 
, Q̄ = 

1 
3 sin 

−1 ( ̄R ) and R̄ = − 2 ̄B 3 −9 ̄A ̄B ̄C +27 ̄A 2 D̄ 

2 
√ 

2 ̄A 3 P̄ 3 
. 

4.2.3. Numerical simulations: 

With the view of illustrating the theoretical results obtained in the preceding sections and comparing those obtained in 

the context of Green-Naghdi (GN Type-III) ( Green and Naghdi, 1993 ) model of generalized thermoelasticity theory, here in 

this section we now present some numerical simulating results on both elastic as well as poroelastic solids. 

Isotropic elastic solid 

To investigate the characteristics of the energetic and dissipative heat fluxes in solids, a quantitative example is set up. 

The medium is assumed to be made out of a material with the following properties: (i) Excellent heat conductivity, (ii) 

Excellent electric conductivity, (iii) Good corrosion resistance, (iv) Good machinability and (v) Retention of mechanical and 

electrical properties of cryogenic temperature. For numerical simulation, the copper type material is considered with the 

following physical data values: 

λ = 77 . 6 GP a, μ = 38 . 6 GP a, αt = 1 . 78 × 10 −5 m.K −1 , ρ = 8945 Kg.m 

−3 , 

C e = 381 J.K g −1 .K −1 , K 1 = 300 W.m 

−2 .K −2 , K 2 = 400 W.m 

−1 .K −1 , T 0 = 298 K. 

Further we assume, l = 1 m, v = 7 . 7 m.s −1 and Q 0 = 1 . 

In Fig. 1 we illustrate the nature of the temperature distribution in the vicinity of the source of heat applied. A compar- 

ison is made with the present analysis, proposed model including without energy dissipation (WED) and the Green-Naghdi 

Type-III model. Figs. 2–5 represent the variation of radial and hoop stresses near the applied heat source. In addition, com- 

parisons are also made with the results obtained in absence of energy dissipation from the system. These plots were ob- 

tained maintaining all the parameters constant at the reference values above, expect the radial distance r that varies in 

predefined increments. 

From Fig. 1 , we note that, as expected, the temperature profiles of the proposed model, without energy dissipation 

theory and Green-Naghdi model are largely different. In Green-Naghdi theory as well as without energy dissipation cases 

the amplitudes of the temperature profile are abruptly very high near the origin. But, if both the heat fluxes are taken into 

account then we found a smooth wave form of the temperature. Thus, Green-Naghdi model and without energy dissipation 

theory of generalized thermoelasticity are not well appropriate in the vicinity of the applied heat source. Therefore, in order 

to obtain more accurate information about the temperature distribution into the solids in high temperature region we shall 

have to adopt both the aforementioned heat fluxes. 

We also observe that the large temperature oscillation amplitude (as well as the corresponding heat fluxes) should be 

discarded because they violate the linearisation approximations. It is also of interest to note the physical principle of the 

energetic heat flux through the asymptotic behaviour of the material properties. ( i ) when K 2 → 0, i.e. dissipative heat flux 
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Fig. 2. Variation of radial stress near the source of heat at t = 0 . 25 . 

Fig. 3. Comparison of radial stresses for with (without) energy dissipation at t = 0 . 25 . 

is discarded, which gives the highest heat flux possible and consequently very large amplitude of the temperature profile. 

On the other hand ( ii ) when K 2 → ∞ , Eq. (28) shows that the amplitude of the temperature oscillation θ → 0 and q E = 0 . 

From the Eq. (19) it is clear that the energetic heat flux depends upon the material parameters β ij , ρ , C e and K 2 . This 

relation suggest that it could be possible, in principle, to select the material properties and forcing conditions (input fre- 

quency) that produce large variation of the energetic heat fluxes. It is envisioned that the specific material properties could 

be properly tailored by engineering so to obtain desired heat flux performance. 
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Fig. 4. Variation of hoop stress near the source of heat at t = 0 . 25 . 

Fig. 5. Comparison of hoop stresses for with (without) energy dissipation at t = 0 . 25 . 

From Figs. 2 and 3 , it is observed that the radial stress is decaying very rapidly with the distance from the origin. But 

there is a significant difference in stress profile with Green-Naghdi model. In Green-Naghdi model the generated stresses 

are started to decay from very first point, but the stresses due to the proposed model are increasing initially and then start 

to decay as distance goes. Moreover, in presence of the dissipative heat fluxes the produced stresses in the medium, in 

principle, should have been lesser. This phenomenon over stress distribution is confirmed by the Fig. 3 . 

Similar type of stress profiles are shown in hoop stresses (see Fig. 4 ) as it was observed in radial stress. Form Fig. 5 , it 

is evident that impact of heat fluxes on the tangential stresses is energetic in the low-frequency region (i.e. far from the 

applied heat source) and predominantly dissipative at high frequency range. 

Poroelastic Solid: 

The effect of the heat fluxes upon the temperature distribution in a specific model of porous medium is considered 

here. A liquid-saturated reservoir rock (North-sea Sandstone) is chosen for the numerical computation purpose. The values 

of the elastic and dynamical constants for the porous rock are taken from the anisotropic constants in Rasolofosaon and 

Zinszner (2002) . Those are given by, 

λ = 3 . 7 GP a, μ = 7 . 9 GP a, M = 6 GP a, α = 0 . 4 , ρ = 2216 Kg.m 

−3 , f = 0 . 16 

The saturating fluid is assumed with the density ρ f = 950 Kg.m 

−3 and q = 1 . 05 
ρ f 

f 
. 

The numerical values 

C e = 381 J.K g −1 .K −1 , K 1 = 150 W.m 

−2 .K −2 , K 2 = 170 W.m 

−1 .K −1 , T 0 = 298 K, 

β f = 2 . 37 × 10 −3 GP a.K −1 , βs = 2 β f 

define the thermoelastic characteristics of the porous aggregate. 
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Fig. 6. Temperature distribution in poroelastic solid near the source of heat at t = 0 . 25 . 

In addition we consider, the characteristic length l = 1 m, to make the speed (non-dimensional) of the elastic dilatation 

wave C P = 1 we assume v = 7 . 7 m.s −1 and the strength of the heat source Q 0 = 1 . 

In general, the thermal conductivity of a porous medium in a complex fashion on the geometry of the medium. In the 

case of a liquid-saturated porous medium temperature slip occurs in the fluid at the pore boundaries. In these circumstances 

one could expect that the fluid conductivity would tend to zero. Then in the case of external heating the heat would be be 

conducted almost entirely through the solid matrix. For internal heating in the fluid, the situation is reversed as the fluid 

phase becomes thermally isolated from the solid phase. 

Thus the motion-induced heat fluxes are nominal and the average heat transfer occurred due to the dissipative heat 

fluxes. For this reason, the temperature profile for without energy dissipation is very low initially and the present model 

gives a high note near the heat sources ( Fig. 6 ). Whereas, Green-naghdi model gives a moderate temperature distribution. 

5. Conclusion 

In this article, a spatial form of a coupled thermoelasticity theory at finite strain is proposed in thermodynamically 

consistent manner. Based on the Fourier’s law of heat conduction, the overall heat flux is decomposed into two components: 

one is due to the motion of the particles (motion-induced heat fluxes) and other one for dissipation of heat energy. The 

domain of dependence inequality for the solution of the proposed dynamical thermoelastic problem is proved successfully. 

The linearised form of this newly developed theory at finite stain is applied in isotropic as well as poroelastic solids and 

the salient features are emphasized in throughout the application section. It has been observed that, in order to obtain 

more precise information about the temperature profile in solids (specially near the heat sources) both the heat fluxes are 

very much required. The energetic and dissipative heat fluxes have a great impact on stress distribution in solids. The stress 

profile is influenced by energetic heat transfer in the low-frequency region and predominantly dissipative at high frequency 

range. 

In addition, a quantitative results have shown that the two characteristic thermoelastic modes can transfer a significant 

amount of heat. unlike in gases where de-phasing between the velocity and temperature oscillations is usually achieved by 

heat exchange with a thermal reservoir, in solids that effect is enabled due to thermal conduction. In fact, a large amount 

of heat flux may be obtained after certain combinations of material properties and input frequency. 
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Memory response on thermal wave propagation emanating
from a cavity in an unbounded elastic solid

Santanu Banerjee, Soumen Shaw, and Basudeb Mukhopadhyay

Department of Mathematics, Indian Institute of Engineering Science and Technology, Shibpur, West
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ABSTRACT
The present paper deals with the thermal memory response of wave propaga-
tion in an unbounded, homogeneous, isotropic elastic body, emanating from
a spherical cavity. To analyze the memory response, the generalized heat con-
duction model with the fractional order as well as memory-dependent-deriva-
tives (MDDs) concepts are considered. The solution space is obtained in
Laplace transform domain by using the eigenfunction expansion method to
the vector-matrix form of the corresponding governing equations. Finally, a
comparison study is furnished for thermal displacement, stresses, and tem-
perature changes in the space-time domain and is presented graphically.
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Introduction

Improving various shortcomings of classical uncoupled thermoelasticity theory, Biot [1] developed the
coupled theory of thermoelasticity by assuming that the elastic deformations are depended on the tem-
perature changes and vice-versa. Admitting this coupled theory of thermoelasticity, several works have
been carried out on the mechanical wave propagation in an elastic medium while neglecting the inter-
action between coupled plasma and thermal effect. The physical observations and results considered
the infinite speed for propagation of thermal waves. Experimental studies revealed that the conven-
tional theory of thermoelasticity fails to be a suitable model in problems involving very large heat
fluxes in short intervals of time. The relaxation time in thermal wave propagation plays a significant
role in problems involving shock wave propagation, laser techniques, a rapidly propagating crack tip,
etc. So to incorporate a thermal time delay into the thermoelastic theory, the development of a hyper-
bolic type heat conduction equation became essential. The first such change contrasting the conven-
tional theory of thermoelasticity was due to Cattaneo [2], he derived a wave type heat equation by
developing a new law of heat conduction replacing the classical Fourier’s law. Later on, Lord-Shulman
[3] and Green-Lindsay [4] brought into light the theories of generalized thermoelasticity considering
hyperbolic type heat equation, which are based upon a modified thermomechanical inequality, admit-
ting finite speed of thermal signals in elastic solids. The generalizations proposed by the Lord-Shulman
theory and the Green-Lindsay theory involve one and two relaxation time parameters (respectively) in
the heat flux-temperature gradient relaxation. Such generalized theories have aroused much interest
during the last few decades and have many applications in several fields of applied sciences and math-
ematics, viz. modern engineering, earthquake prediction, soil dynamics, mineral exploration, etc.
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In recent years fractional calculus has been of tremendous use in applied mathematical and
engineering problems. Oldham and Spanier [5] were the first to introduce the subject in book
level. Later on Miller and Rose [6], Podlubny [7] were instrumental in developing the subject in
solving fractional differential equations. Abel was probably the first to use fractional calculus for
modifying and solving the existing mathematical model of a physical problem. He used fractional
derivatives and integrals to obtain the solution of an integral equation in the Tautochrone prob-
lem. Since then many mathematicians have tried to link fractional calculus with existing models
of physical processes.

It is an established fact that the next state of a physical system not only depends upon its pre-
sent state but also on all of its historical states. Thus, in some recent studies fractional ordered
derivatives come into account more frequently than integer ordered derivatives in various physical
problems. This is because the integer ordered differential operator is a local operator whereas the
fractional ordered differential operator is non-local. The non-local nature of the fractional deriva-
tive establishes its somewhat memory dependent nature, which is a more realistic fitting to the
real world physical problems.

In the past few decades, various modifications and new extensions to the definitions of frac-
tional ordered derivatives have become a topic of interest among many researchers. In various
problems of thermoelasticity, instead of instantaneous response to physical stimuli, a retarded
response suffices to be much more realistic. Thus the introduction of fractional ordered deriva-
tives into several models of thermoelasticity comes into account. Caputo and Mainardi [8,9] have
studied and found an agreement with the experimental and theoretical results. Recently, Ezzat
et al. [10] and Sherief et al. [11] have introduced and developed the analytical studies on frac-
tional ordered heat conduction equation in different coupled thermoelastic problems of solid
mechanics. So far several mathematical algorithms and methods have been devised to solve time-
fractional partial differential equations. Among other methods, in recent problems Ghosh-Kanoria
[12], Shaw [13], and Bera et al. [14] have incorporated the eigenvalue approach to solve different
spherical cavity problems in thermoelasticity.

In the present paper Caputo type fractional derivatives are considered. If we consider thermal
diffusion using the Caputo and Riesz-Feller derivatives, the fractional index ‘a’ in the time deriva-
tive is related to memory whereas the fractional index in the space derivative is related to
(extreme) non-locality in space. Here, we employ the theory formulated by Sherief et al. [11] to
study spherically symmetric thermoelastic waves in a homogeneous and isotropic unbounded solid
body containing a spherical cavity. We assume that the waves are generated due to the application
of a constant step in temperature on the boundary of the cavity which is held in a stress-free
state. Adopting the Laplace transform technique the governing equations are recast in the form of
a vector matrix differential equation in the spherical polar coordinate system. The vector-matrix
differential equation is then solved by an eigenvalue approach in the Laplace transform domain.
Thermal displacement and temperature changes are depicted in various numerically computed
figures with its memory.

Mathematical preliminaries

Till date several versions and modifications of the fractional derivative of order a > 0, have been
defined. The two most widely used versions are the Riemann-Liouville and Caputo sense, where
both the definitions use Riemann-Liouville fractional integral and derivatives of the whole order.

Consider a function of two-variables u(x, y). The Riemann-Liouville fractional partial integra-
tion of order � with respect to x is defined as

D��
x uðx; yÞ ¼ 1

Cð�Þ
ðx
0
ðx� nÞ��1uðn; yÞ@n; x > 0; 0<� � 1;
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and the Riemann-Loiuville fractional partial derivative of order a with respect to x is
defined as

Da
xuðx; yÞ ¼

@m

@xm
D�m�a

x uðx; yÞ; x > 0; 0< a � 1;

where m is a positive integer such that m� 1< a � m.
The basic difference between the definitions is that in the Caputos definition we first compute the

derivative followed by an integral whereas in Riemann-Liouvilles definition the computation is
reversed. Therefore, in an initial value problem the Caputo fractional derivative operator permits the
initial conditions in terms of integer ordered derivatives, but the Riemann-Liouville fractional deriva-
tive operator permits the initial conditions in terms of fractional integrals and their derivatives. In
case of homogeneous initial condition, these two operators coincide. Hence for boundary value prob-
lems the most suited and widely used version of the fractional derivative is that of Caputo.

In the book of Diethelm [15], the kernel in Caputo definition has been modified into a gener-
alized kernel form Kaðx � nÞ as follows,

Da
auðx; yÞ ¼

ðx
a
Kaðx � nÞ @m

@nm
uðn; yÞ@n; x > 0; 0< a � 1 (1)

In 2011, Wang-Li [16] further modified and incorporated a time delay factor x, into the defin-
ition as follows,

Dð1Þ
x uðx; tÞ ¼ 1

x

ðt
t�x

Kðt � nÞu0ðx; nÞ@n (2)

The above modifications to the fractional derivatives introduced a new class of fractional derivatives,
termed as memory dependent derivatives (MDD). Throughout this paper, for normal fractional deriva-
tives, we shall use the definition in Caputo sense and the following definition in case of MDD.

The a order MDD of the function f(t) relative to the time delay x > 0 will be defined as

Da
xf ðtÞ ¼

1
x

ðt
t�x

kðt; pÞf ðaÞðpÞdp (3)

where f ðaÞ denotes the ath order derivative of f(t). In our problem, we shall consider the constant
form of the kernel as kðt; pÞ ¼ 1.

Taking the Laplace transform of the MDD considering kðt; pÞ ¼ 1 we get,

L Dxf ðtÞ
� � ¼ 1

x
1� e�xsð Þ�f ðsÞ (4)

where �f ðsÞ denotes the Laplace transform of f(t) and f ðt � xÞ ¼ 0 for t<x.

Fractional calculus in generalized thermoelasticity theory

For the past few years, fractional calculus has been successfully combined in several modified the-
ories of generalized thermoelasticity by many researchers. In the year 2010, Sherief et al. [11],
Youssef [16], and Ezzat [17] gave different modifications to the generalized theory of thermoelas-
ticity by introducing fractional calculus into the thermoelastic models in their own manner.
Sherief et al. developed a thermoelastic model by using fractional ordered derivatives in it. In his
paper, he proved a uniqueness theorem and derived a variational principle and reciprocity the-
orem. Youssef used the Riemann-Liouville fractional integral operator to formulate a generalized
heat conduction model. Similar to Sherief et al. he also proved a uniqueness theorem and further
solved a one-dimensional problem. Ezzat, on the other hand, utilized the Taylors series expansion
of time fractional order and gave a generalization to Fourier’s law of heat conduction.

In the following year 2011, El-Karmany and Ezzat [18] developed a two temperature fractional
order model for nonhomogeneous anisotropic elastic bodies. Ezzat and Fayik [19] introduced
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another fractional order thermoelastic theory for elastic solids and proved an uniqueness and reci-
procity theorem. Shaw and Mukhopadhyay [20] derived a new generalized theory of fractional
micropolar thermoelasticity. Ezzat et al. [10] developed the field equations three-phase lag frac-
tional model in linear thermoelasticity using time-fractional derivatives.

In recent works, many researchers contributed much to the theory of fractional order thermoelas-
ticity and used the new theories to study various problems of fractional order, some of which can be
found in the references [21–26]. Among them, Youssef [27] introduced a new modification to
Duhamel-Newmanns stress-strain relation by developing a new thermoelastic theory with fractional
order strain in it. Further, he proposed a generalized system that can govern seven different thermo-
elastic models. Shaw and Mukhopadhyay [28] introduced a new theory of fractional-ordered thermo-
elastic diffusion based upon the fractional Taylor series and fractional divergence theorem. In their
work, they replaced the integer-order Taylor series approximation for flux with the fractional-order
Taylor series approximation which eventually has removed the restriction that the flux has to be lin-
ear, or piece-wise linear and also the restriction that the control volume must be infinitesimal.

Below we provide a list of few models that may seem to prove instrumental in some recent
and probable future developments of fractional thermoelasticity theory.

Heat conduction equation in Sherief’s model of fractional order generalized thermoelasticity [10]:

qi þ s0
@a

@ta
qi ¼ �kijT;j 0< a � 1

Heat conduction equation in Youssef’s model of fractional order generalized thermoelasticity [16]:

qi þ s0
@

@t
qi ¼ �kijD

�ða�1ÞT;j 0< a � 2

Heat conduction equation in Ezzat’s model of fractional order generalized thermoelasticity [17]:

qi þ s0
C aþ 1ð Þ

@a

@ta
qi ¼ �kijT;j 0< a � 1

The equation of mass flux vector in Ezzat and Fayik’s thermoelastic diffusion model of frac-
tional order generalized thermoelasticity [19]:

gj þ
s0

C aþ 1ð Þ
@a

@ta
gj ¼ �DP; j 0< a � 1

Heat conduction equation in Ezzat et al.’s model of fractional order generalized thermoelastic-
ity with three-phase-lag [10]:

1þ saq
C aþ 1ð Þ

@a

@ta
þ s2aq
C 2aþ 1ð Þ

@2a

@t2a

 !
qj ¼ s��T;i þ kij

saT
C aþ 1ð Þ

@a

@ta
þ k�ij�;i

� �
0< a � 1

where s�� ¼ kij þ k�ij
sa�

C aþ1ð Þ
@a�1

@ta�1

The stress-strain relation in Youssef’s model of generalized thermoelasticity with fractional
order strain [27]:

rij ¼ E�s�a
@aeij
@ta

0< a � 1

Heat conduction equation for isotropic solids in Shaw and Mukhopadhyay’s thermoelastic dif-
fusion model of fractional order generalized thermoelasticity [28]:

kDa
xiD

a
xih

a ¼ 1þ s0
@b

@tb

� �
1
2
qCE

C 2aþ 1ð Þ
C aþ 1ð Þð Þ2

@ha

@t
þ b1T0

@eakk
@t

þ aT0
@Ca

@t
�W

 !
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Thermal memory in the generalized thermoelasticity theory

Memory dependent thermoelasticity model without MDD

During last decade of the twentieth century, Green and Naghdi [29–32] developed new classes
of heat conduction models. In their newly discussed theories, finite speed of thermal waves is estab-
lished. Their models can be mainly classified into three types: Namely, type I, type II, and III.

Type I model: It is based on the classical theory of heat conduction equation due to Fourier’s
law:

qðx; tÞ ¼ �Krhðx; tÞ; ðx; tÞ 2 X� R (5)

where X 2 Rn, h is the absolute temperature and K> 0 is the thermal conductivity.
Type II model: This model is based on the extra thermal state variable named thermal

displacement, defined as,

aðx; tÞ ¼ a0ðxÞ þ
ð1
0
hðx; sÞds (6)

where hðx; tÞ is an empirical temperature scale, not necessarily the absolute one.
Type III model: Similar to type II model, this model is also based on the thermal displacement

variable aðx; tÞ, defined as in (6).
This model is characterized by the heat flux law,

qðx; tÞ ¼ �Krhðx; tÞ � eraðx; tÞ; e > 0 (7)

During the late sixties of the last century, Coleman and Gurtin [33] gave a generalization to
the heat flux constitutive law in the form of a hereditary relation:

qðx; tÞ ¼ �k0rhðx; tÞ �
ðt
�1

kðt � sÞrhðx; sÞds (8)

where k0 � 0 and k is a convex summable function on the positive half line.
For k0 ¼ 0, the Coleman-Gurtin model reduces to the linear model by Gurtin and Pipkin [34].
Further, for k0 ¼ 0 with kðsÞ ¼ K

s e
�s

s, Eq. (8) equalizes to the Maxwell-Catteno model, which is
based upon a rate-type constitutive equation for the heat flux, ie.

s _qðx; tÞ þ qðx; tÞ ¼ �k0rhðx; tÞ
where, sð>0Þ is a small value and the superposed dot stands for the material time derivative, the
Coleman-Gurtin model can be specifically considered as a generalization to the Green-Naghdi
type III model. Moreover, due to the presence of a time convolution integral, the Coleman-Gurtin
theory is also referred to as the theory of heat conduction with a thermal memory.

Memory dependent thermoelasticity model with MDD

Apart from the presence of memory effects in thermoelastic theories being well established during
the last quarter of the twentieth century, it was since 2010 that the memory components were
introduced into the fractional thermoelastic models ([11], [16], and [19]). Recently in 2014, Yu
et al. [35] introduced MDD into the heat conduction law in the following way:

qi þ sDaqi ¼ �Kh;i (9)

where Daqi ¼ Dð1Þ
a qi ¼ 1

a

Ð t
t�a kðt; pÞqð1Þi ðpÞdp.

The kernel k(t, p) and the time delay að>0Þ may be chosen in an arbitrary manner so that the
material’s real behavior can be understood more properly.
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In common practice, the kernel function is considered in the following form:

kðt; pÞ ¼ p� t
a

þ 1

� �b

(10)

The following are three different forms of kernels and the respective forms of Eq. (9):
1. Constant kernel (b¼ 0): qðx; tÞ þ s

a qðx; tÞ � qðx; t � aÞ� � ¼ �K @h
@x

2. Linear kernel (b¼ 1): qðx; tÞ þ s
a2
Ð t
t�a qðx; pÞdp ¼ �K @h

@x

3. Parabolic kernel (b¼ 2): qðx; tÞ þ 2s
a3
Ð t
t�aðp� t þ aÞqðx; pÞdp ¼ �K @h

@x.

In this regard, we can mention the work of Shaw [13], a note on generalized thermoelasticity
with memory dependent derivatives, in which author showed how MDDs play a significant
impact in thermoelasticity theory.

Basic equations

In the context of fractional-order-thermoelasticity theory, the field equations for a linear, homo-
geneous and isotropic thermoelastic solid body, in the absence of body forces and heat sources,
are as follows

lr2~u þ ðkþ lÞ ~rðdiv~uÞ � crh ¼ q€~u

kr2h ¼ @

@t
þ s

@aþ1

@taþ1

� �
qCehþ cT0div~uð Þ (11)

in which ~u is the displacement vector; h is the temperature change above a uniform reference
temperature T0; q is the mass density; Ce is the specific heat; k and l are the Lame’ constant;
c ¼ ð3kþ 2lÞat , at being the coefficient of volume expansion and k is a material constant charac-
teristic of the theory.

The stress tensor T associated with ~u and h is given by

T ¼ kðdiv~uÞI þ lðruþruTÞ � chI (12)

In all the above equations, the direct vector/tensor notation is employed. Also, an overdot
denotes partial derivatives with respect to the time variable t.

We suppose that the constants appearing in Eq. (11) satisfy the inequalities:

l > 0; kþ l > 0; q > 0; T0 > 0; Ce > 0; c > 0; k > 0

Then Eq. (11) represent a fully hyperbolic system that permits finite speed for both elastic and
thermal waves, which are coupled together in general.

Particular cases

Equations in (11) reduce to the equations of different theories of thermoelasticity as follows:
(1) If s¼ 0, they reduce to the equations of the classical coupled theory of thermoelastic-

ity (CCTE).
(2) If a¼ 1, they reduce to the equations of Lord Shulman theory of generalized thermoelastic-

ity (LS Model).

Statement of the problem

We consider the model formulated Sherief et al. [11] to study spherically symmetric thermoelastic
waves in a linear, homogeneous, and isotropic unbounded solid body containing a spherical
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cavity. We assume the waves to be generated as a result of the application of a constant step in
temperature on the boundary of the cavity which is held in a stress-free state. For spherical sym-
metric interactions, the displacement vector possesses only the radial component u ¼ uðr; tÞ,
where r is the radial distance measured from the origin (point of symmetry) and the stress tensor
is determined by the radial stress rr and the circumferential stress (hoop stress) r/. In this case,
Eq. (11) yields the following governing equations for u and h:

kþ 2lð Þ @

@r
@u
@r

þ 2
r
u

� ��
� � c

@h
@r

¼ q
@2u
@t2

k
@2

@r2
þ 2

r
@

@r

� �
h ¼ @

@t
þ s

@aþ1

@taþ1

� �
qCehþ cT0

@u
@r

þ 2
r
u

� �� � (13)

Also, the relation (12) yields

rr ¼ ðkþ 2lÞ @u
@r

þ 2k
u
r
� ch

r/ ¼ k
@u
@r

þ 2ðkþ lÞ u
r
� ch

(14)

For mathematical analysis, it is convenient to have (13) and (14) rewritten in non-dimensional
form. For this purpose, we consider the transformations

r0 ¼ r
L
; t0 ¼ V

L
t; u0 ¼ kþ 2l

LcT0
u; s0 ¼ V

L

� �a

s; h0 ¼ h
T0

; rr
0 ¼ rr

cT0
; r/

0 ¼ r/
cT0

where L is a standard length and V is a standard speed, using these transformations in (13) and
(14) and suppressing primes for simplicity in the notations, we obtain the following equations,
which are of the non-dimensional form:

C2
P

@

@r
@u
@r

þ 2
r
u

� �
� @h

@r

� �
¼ @2u

@t2

C2
T

@2h
@r2

þ 2
r
@h
@r

� �
¼ @

@t
þ s

@aþ1

@taþ1

� �
hþ e

@u
@r

þ 2
r
u

� �� � (15)

rr ¼ @u
@r

þ 2g
u
r
� h (16)

r/ ¼ g
@u
@r

þ ð1þ gÞ u
r
� h (17)

Here

C2
P ¼ kþ 2l

qV2
;C2

T ¼ k
qCeV

; e ¼ c2T0

qCeðkþ 2lÞ ; g ¼ k
kþ 2l

(18)

We note that CP and CT represent the non-dimensional speeds of purely elastic dilatational
wave and purely thermal wave respectively, and e is the usual thermoelastic coupling factor.

Boundary conditions

The body being considered for our analysis here is an unbounded thermoelastic solid with a
spherical cavity. We chose the origin as the center of the cavity and denoted the dimensionless
radius of the cavity by a. Initially if the body is at rest in an undeformed state and has its tem-
perature-change and temperature-rate equal to zero, then the following initial conditions hold:

u ¼ @u
@t

¼ h ¼ @h
@t

¼ 0 at t ¼ 0 for r � a (19)
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If the thermoelastic interactions are caused by a uniform step in temperature applied to the bound-
ary of the cavity which is held in the stress-free state, then the following boundary conditions hold:

h ¼ vHðtÞ; rr ¼ 0 for r ¼ a; t > 0 (20)

where v is a positive constant and H(t) is the Heaviside unit step function with the aid of (16),
these boundary conditions can be rewritten as

@u
@r

þ 2g
u
r
¼ vHðtÞ for r ¼ a; t > 0 (21)

Thus, for our problem here, (15) are the governing differential equations, (19) are the initial
conditions, and (21) is the boundary condition. Once u and h are determined by solving this ini-
tial-boundary value problem, then rr and r/ can be computed by using (16) and (17).

Solution in integral transform domain

We first employ Laplace transform upon the non-dimensional governing equations and then con-
vert the basic transformed equations in the form of a vector matrix differential equation in spher-
ical polar coordinates. Later the vector matrix differential equations shall be solved by an
eigenvalue approach in the Laplace transform domain.

Solution using fractional ordered derivatives

Performing Laplace transform on Eq. (15) we respectively get,

d2�u
dr2

þ 2
r
d�u
dr

� 2
r2
�u ¼ d�h

dr
þ s2

c2P
�u (22)

and

c2T
d2�h
dr2

þ c2T
2
r
d�h
dr

¼ s1�h þ es1
2
r
�u þ es1

d�u
dr

(23)

where s1 ¼ sþ ssaþ1; 0< a � 1
Taking a differential operator L as:

L � d2

dr2
þ 2

r
d
dr

� 2
r2

(24)

Equation (22) implies,

L�u ¼ d�h
dr

þ s2

c2P
�u (25)

Differentiating Eq. (23) with respect to r and using Eq. (25) we get,

L
d�h
dr

¼ s1ð1þ eÞ
c2T

d�h
dr

þ es1s2

c2Pc
2
T

�u (26)

Equations (25) and (26) can be written in the form of a vector matrix differential equation as:

Lev ¼ eAev (27)

where eA ¼ c11 c12
c21 c22

� �
�v ¼ �u

d�h
dr

� �T
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Here,

c11 ¼ s2

c2P
; c12 ¼ 1; c21 ¼ es1s2

c2Pc
2
T
; c22 ¼ s1ð1þ eÞ

c2T
(28)

The characteristic equation of matrix eA can be written as:

k2 � ðc11 þ c22Þkþ ðc11c22 � c12c21Þ ¼ 0 (29)

We assume the eigenvalues of the matrix eA to be of the form: k1 ¼ m2
1 and k2 ¼ m2

2
The right eigenvector eX , corresponding to the eigenvalue k of the matrix eA can be calculated as:eX ¼ �c12; c11 � k

� �T
(30)

Thus one can calculate the eigenvector corresponding to the eigenvalues ki ði ¼ 1; 2Þ. We denote
them as: eX1 ¼ ð�c12; c11 �m2

1ÞTeX2 ¼ ð�c12; c11 �m2
2ÞT

(31)

Now,

ev ¼
X2
i¼1

eXiyi (32)

where

yi ¼ Ai
ðmiÞ
r

þ 1
r2

� �
e�ððmiÞrÞ (33)

Using Eqs. (32) and (33) and considering the boundary conditions taken in dimensionless form,
we get,

�uðr; sÞ ¼ � vX2

T0sD
e�m1r m1

r
þ 1
r2

� �
þ vX1

T0sD
e�m2r m2

r
þ 1
r2

� �
(34)

�hðr; sÞ ¼ � vX2

T0sD
e�m1r

r
c11 �m2

1

� �þ vX1

T0sD
e�m2r

r
c11 �m2

2

� �
(35)

�rrðr; sÞ ¼ vX2

T0sD
e�m1r 2ð1� gÞ m1

r2
þ 1
r3

� �
þ c11

r

� �
� vX1

T0sD
e�m2r 2ð1� gÞ m2

r2
þ 1
r3

� �
þ c11

r

� �
(36)

�r/ðr; sÞ ¼ vX2

T0sD
e�m1r 2gm2

1 � ð1þ gÞm1

� � 1
r2

þ ðg� 1Þ 1
r3

þ c11 þ ðg� 1Þm2
1

� � 1
r

� �
� vX1

T0sD
e�m2r 2gm2

2 � ð1þ gÞm2

� � 1
r2

þ ðg� 1Þ 1
r3

þ c11 þ ðg� 1Þm2
2

� � 1
r

� � (37)

where

Xi ¼ e�ami
2mi

a2
þ 2
a3

þm2
i

a
� 2g

a
mi

a
þ 1
a2

� �� �
þ ni

ni ¼
e�ami

a
ðc11 �m2

i Þ
D ¼ X1n2 � X2n1

m2
i ¼

2s2s1

bþ ð�1Þiþ1 b2 � 4s2s1c2Pc
2
T

� �1
2

b ¼ c2Ts
2 þ s1ð1þ eÞc2P
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Solution using MDD

Considering the constant kernel form in the definition of MDD we get the following governing
equations for u and h:

kþ 2lð Þ @

@r
@u
@r

þ 2
r
u

� �� �
� c

@h
@r

¼ q
@2u
@t2

k
@2

@r2
þ 2

r
@

@r

� �
h ¼ 1þ sDzð Þ @

@t
qCehþ cT0

@u
@r

þ 2
r
u

� �� � (38)

Proceeding in a similar manner as discussed in the previous subsection we get the correspond-
ing non-dimensional vector matrix differential equation as:

Lev ¼ eAev (39)

where

eA ¼
�
d11 d12
d21 d22

�
�v ¼ �u

d�h
dr

� �T

Here,

d11 ¼ s2

c2P
; d12 ¼ 1; d21 ¼ es3n

c2Pc
2
T
; d22 ¼ snð1þ eÞ

c2T
(40)

where n ¼ 1þ s
z ð1� e�szÞ

Further, proceeding in a similar way we get the following expressions for deformation, tem-
perature, and stress considered in the non-dimensional form:

�u r; sð Þ ¼ � vX2

T0sD
e�m1r m1

r
þ 1
r2

� �
þ vX1

T0sD
e�m2r m2

r
þ 1
r2

� �
(41)

�h r; sð Þ ¼ � vX2

T0sD
e�m1r

r
ðd11 �m2

1Þ þ
vX1

T0sD
e�m2r

r
ðd11 �m2

2Þ (42)

�rr r; sð Þ ¼ vX2

T0sD
e�m1r 2 1� gð Þ m1

r2
þ 1
r3

� �
þ d11

r

� �
� vX1

T0sD
e�m2r 2 1� gð Þ m2

r2
þ 1
r3

� �
þ d11

r

� �
(43)

�r/ r; sð Þ ¼ vX2

T0sD
e�m1r

	
2gm2

1 � ð1þ gÞm1


 1
r2

þ g� 1ð Þ 1
r3

þ
	
d11 þ ðg� 1Þm2

1


 1
r

� �
� vX1

T0sD
e�m2r

	
2gm2

2 � ð1þ gÞm2


 1
r2

þ g� 1ð Þ 1
r3
þ
	
d11 þ ðg� 1Þm2

2


 1
r

� � (44)

where

Xi ¼ e�ami
2mi

a2
þ 2
a3

þm2
i

a
� 2g

a
mi

a
þ 1
a2

� �� �
þ ni;

ni ¼
e�ami

a
d11 �m2

i

� �
; D ¼ X1n2 � X2n1; b ¼ c2Ts

2 þ sn 1þ eð Þc2P;

m2
i ¼

2s3n

bþ ð�1Þiþ1 b2 � 4s3nc2Pc
2
T

� �1
2

:
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Special cases

(i) Case I: Solutions for classical coupled thermoelasticity can be obtained by neglecting the ther-
mal time delay (ie. s¼ 0) in Eqs. (34)–(37) and Eqs. (41)–(44).

In case of fractional ordered derivatives we get,

m2
i ¼

2s3

bþ ð�1Þiþ1ðb2 � 4s3c2Pc
2
TÞ

1
2

(45)

and

b ¼ c2Ts
2 þ s1ð1þ eÞc2P (46)

and for the case of MDD we get,

n ¼ 1

and hence,

m2
i ¼

2s3

bþ ð�1Þiþ1ðb2 � 4s3c2Pc
2
TÞ

1
2

(47)

and,

b ¼ c2Ts
2 þ sð1þ eÞc2P (48)

(ii) Case II: Considering the fractional parameter a¼ 1 in Eq. (13), the Eq. (34) and Eq. (35) gets
reduced to the Lord-Shulman theory of generalized thermoelasticity;where,

m2
i ¼

2ss3ð1þ sÞ
bþ ð�1Þiþ1fb2 � 4ss3ð1þ sÞc2Pc2Tg

1
2

(49)

and,

b ¼ c2Ts
2 þ ssð1þ sÞð1þ eÞc2P (50)

which agrees with the results of Mukhopadhyay et al. [36]
(iii) Case III: Letting z ! 0 we see that the MDD Dzf ðtÞ tends to the normal derivative d

dt f tð Þ,
and hence owing to such a case, Eqs. (41) and (42) transform into the Lord-Shulman theory of
generalized thermoelasticity;
where

m2
i ¼

2ss3ð1þ ssÞ
bþ ð�1Þiþ1fb2 � 4ss3ð1þ ssÞc2Pc2Tg

1
2

(51)

in which

b ¼ c2Ts
2 þ ssð1þ sÞð1þ eÞc2P (52)

Numerical results and discussion

In order to obtain the physical nature of the field functions in the space-time domain, we must
invert the transforms in Eqs. (41)–(44). We notice that the expressions for mi

2 and Xi as given
before are complicated functions of s. Consequently, the Laplace transform inversion of the
expression �u and �h, given by Eqs. (34), (35), (41), and (42) for all s values is a formidable task.
We confine ourselves to the derivation of numerically approximate solutions for the field
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functions. This can be done by adopting the algorithm given by Honig and Hirdes [37] (for
details see Appendix).

For the computational purposes, we choose the parameters of copper-like materials with values
of physical constants are as follows:

k ¼ 7:76� 1010 N=m2; l ¼ 3:86� 1010 N=m2; q ¼ 8954 kg=m3;
e ¼ 0:0168; CT ¼ 2; p0 ¼ 1; v ¼ 2

Numerical simulations are carried out for the displacement, temperature and radial stresses along
the radius in context of both fractional ordered derivatives and MDD, which are demonstrated
graphically in Figures 1–9 for different values of a. Figure 1 depicts the variations of displacement
along the radius for different values of a. It is observed that the displacement is maximum near the
surface of the cavity and it varies inversely with the radius. In Figure 2 we see that for s¼ 0 there is
a uniform fall in displacement in accordance with the values of a. Figure 3 represents the variance
of temperatures in two different scaling for different values of a. We see that in the response of
memory effect in the heat conduction model the temperature increases slowly in a very small
amount in the vicinity of the cavity. Similar to the nature of displacement, in Figure 4 we find that,

Figure 1. Comparison of displacement u(r, t) for different values of a.

Figure 2. Comparison of displacement u(r, t) for different values of a and s¼ 0.
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although the temperature varies proportionally with the radius, there is a uniform fall in tempera-
ture when compared with the values of a for similar graphical studies. In Figures 5 and 6, variations
of radial stresses have been compared for different values of a and for s¼ 0 respectively. Figures
7–9 shows the respective changes in displacement, temperature, and radial stress in the context of
MDD as compared with fractional order generalized thermoelasticity with thermal time delay.

A uniform step in temperature is applied to the inner boundary of the cavity. Here we are con-
centrating on the impact of memory on the thermo-elastic phenomena into a homogeneous solid
in very short time duration, such that the influence of thermal time delay is taken into account.

If we look at the temperature profile at a slightly faraway radial distance, then we observe that
the temperature profile slowly decreases with radial distance from the cavity.

The similar nature is being followed by radial stresses with the variation of radial distance
from the inner surface.

Figure 3. Comparison of temperature hðr; tÞ for different values of a.

Figure 4. Comparison of displacement u(r, t) for different values of a and s¼ 0.
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Figure 5. Comparison of radial stresses for different values of a.

Figure 6. Comparison of radial stresses for different values of a and s¼ 0.

Figure 7. Comparison of displacement u(r, t) for different values of a in context of MDD.
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A comparative study is being made with various values of fraction index in the time derivative
with CCTE model and LS model in numerically simulated results. It is observed that with increas-
ing values of the fractional index the aforementioned elastic medium experienced more deform-
ation than the classical coupled thermoelasticity model. It implies that memory response plays a
significant role in the deformation of thermoelastic media. In addition, the memory response on
the amount of heat propagating into the medium is enhanced and this can be realized from the
Figures 3 and 4. A similar nature of stress profile is observed with the radial distance from the
boundary of the cavity. In contrary, for CCTE model the radial stresses experienced by the elastic
body is much higher than that of for the other generalized hyperbolic thermoelastic models.

In the circumstance of the generalized thermoelastic model with memory dependent deriva-
tives, the concerned thermoelastic medium experienced deformation, amount of heat propagating
through the medium and the thermal stresses are almost identical with that for the maximum
value of the fractional index.

Figure 8. Comparison of temperature hðr; tÞ for different values of a in context of MDD.

Figure 9. Comparison of radial stresses for different values of a in context of MDD.
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Conclusion

With the view of theoretical analysis and numerical computation we can conclude the follow-
ing phenomenon:

1. The present article provides a detailed analysis of thermal memory response on a thermoelas-
tic disturbance in an unbounded elastic media in presence of a time-dependent thermal shock
applied to the traction-free boundary of the cavity.

2. The theoretical analysis and computational results confirm that the memory response can
increase the disturbance in the thermoelastic field with respect to the classical coupled ther-
moelasticity model.

3. One may select an appropriate kernel to enhance the memory effects in the theory of thermo-
elasticity. It is encouraging that MDD will also make sense in the comparison with other gen-
eralized thermoelasticity theories.

4. The influence of MDD with respect to the various generalized thermoelasticity theories with
time delays is also revealed from this investigation. The MDD model with flat (constant) ker-
nel shows identical results with the fractional order thermoelastic model.

The results presented in this article may be useful for researchers who are working on material
science, mathematical physics, thermodynamics with low temperatures as well as on the develop-
ment of the hyperbolic thermoelasticity theory.

Appendix

Inversion of the transforms

We can invert the above field functions in the space-time domain by the following inverse Laplace transform
algorithm:

f r; tð Þ ¼ L½�f ðr; sÞ� ¼ 1
2pi

ð�þi1

��i1
est�f r; sð Þds (A.1)

Let s ¼ � þ iw ð�;w 2 RÞ. So Eq. (45) reduces to,

f r; tð Þ ¼ e�t

2p

ðþ1

�1
eiwt�f r; � þ iwð Þdw (A.2)

Expanding the function hðr; tÞ ¼ e��t f ðr; tÞ in a Fourier series in the interval ½0; 2T�, Darbin derived the
approximation formula,

f r; tð Þ ¼ � e�t

2T
Ref�f ðr; �Þg þ e�t

T

X1
k¼0

Re �f r; � þ i
kp
T

� �� �
cos

kp
T
t

� �

� e�t

T

X1
k¼0

Im �f r; � þ i
kp
T

� �� �
sin

kp
T
t

� �
� F1 r; �; t;Tð Þ (A.3)

where F1ðr; �; t;TÞ is the discretization error.
As the series (47) can be summed upto a finite number N, hence the approximation value for f(r, t) is,

fN r; tð Þ ¼ � e�t

2T
Ref�f ðr; �Þg þ e�t

T

XN
k¼0

Re �f r; � þ i
kp
T

� �� �
cos

kp
T
t

� �

� e�t

T

XN
k¼0

Im �f r; � þ i
kp
T

� �� �
sin

kp
T
t

� �
(A.4)

Now, to reduce the total error, first the Korrektur method and next the e-algorithim are used to reduce the
discretization error and hence to accelerate convergence.
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Memory response on thermoelastic deformation in a solid
half-space with a cylindrical hole

Santanu Banerjee, Soumen Shaw, and Basudeb Mukhopadhyay

Department of Mathematics, Indian Institute of Engineering Science and Technology, Shibpur, India

ABSTRACT
The present article deals with the memory response on thermal wave
propagation emanating from a cylindrical hole in an unbounded thermo-
elastic solid. Here, we have theoretically demonstrated two aspects of ther-
mal waves in elastic materials with memory. First, the characteristics of
thermoelastic disturbances originated from the hole in an unbounded elas-
tic solid under the light of generalized thermoelasticity theory with mem-
ory-dependent derivatives (MDDs). For numerical implementation,
cylindrical polar coordinate system with radial symmetry is considered. An
integral transform method and, while in inverse transformation, an efficient
and pragmatic NILT (numerical inverse Laplace transform) is adopted.
Second, a comparison study is being made on the memory response of
thermal waves with and without energy dissipation into the medium.
Finally, parameter studies are performed to evaluate the effect of the ker-
nel function and time delay. For thermal wave, the results show appre-
ciable differences with those in the usual thermoelasticity theory.
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1. Introduction

In the classical uncoupled theory of thermoelasticity developed by Duhamel (1837), there were no
such terms involving elastic deformation and they were also of parabolic type. Two main para-
doxes were raised in such a theory which was not compatible with the physical phenomena. First,
elastic deformations produce no thermal effects and second, the heat conduction equation is of
hyperbolic type predicting infinite speed of thermal signals. Over a century later, Biot (1956)
came upon with a classical theory of coupled thermoelasticity, which overcame the first paradox
inherent in Duhamel’s uncoupled theory that elastic changes have no effect in temperature. Even
after the introduction of Biot’s coupled theory, the second paradox in Duhamel’s uncoupled the-
ory still remained unsolved. This was due to the fact that both the theories were of diffusion type
predicting infinite speeds of propagation of thermal signals. To overcome this paradox, it was
essential to obtain a wave-type heat equation instead of the conventional diffusion-type. In the
late sixties of the twentieth century, the conventional classical theory was modified. Lord and
Shulman (LS theory) (1967) were the first to introduce generalized thermoelasticity with one
relaxation time by incorporating flux rate term into the Fourier’s law of heat conduction. Later
on, Green and Lindsay (GL theory) (1972) developed a temperature rate-dependent thermoelas-
ticity with two relaxation times by including temperature rate among the constitutive equations.
The heat conduction equations associated in both LS and GL theories are of hyperbolic type.
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Owing to such reason, the generalized theories are also labeled as theories of hyperbolic
thermoelasticity.

During the final decade of the last century, three models (models I, II, and III) concerned to
the generalized theory of thermoelasticity were developed by Green and Naghdi (GN) theory
(1991, 1992, 1993, 1995). The three models of GN theory are in accordance with three types of
constitutive equations depending upon the characteristics of material response for thermal phe-
nomena. When the theory is linearized, type I converges to the Fourier’s classical heat equation.
Type II theory predicts finite speeds for propagation of thermal waves and involves no dissipation
of thermal energy, whereas the type III theory predicts a finite speed of thermal propagation and
involves a thermal damping term.

In applied science and engineering problems, mathematical modeling is an important and pri-
mary task before proceeding any further. Mathematical modeling comprises of constructing and
introducing mathematical tools whose results and behaviors correspond in some way to a con-
cerned physical system. Over the past few decades, it has now become an established fact that the
next state of a physical system does not only depend upon its present state but also upon all of
its historical states. The very introduction of memory-dependent derivatives (MDDs) by Wang
and Li (2011) proved to be an useful mathematical tool and served a missing link to many phys-
ical problems. The integer order differential operator is a local operator whereas that fractional
order differential operator is nonlocal. The nonlocal nature of the fractional derivative establishes
its somewhat memory-dependent nature, which is a much more realistic fitting to the real-world
physical problems. In various engineering structures, there may exist certain elastic materials such
as amorphous, colloids, porous, polymers, etc. and physical situations like transient loading where
classical theory and generalized theory of thermoelasticity may fail to fit perfect. In such cases,
introduction of time-fractional derivatives or MDDs into the theory becomes relevant. Thus in
some recent studies, fractional order derivatives come into account more frequently than integer
order derivatives in various physical problems. Parallel to fractional order derivatives, MDDs
serve as an important mathematical tool in describing many real-world phenomena. Even though
not much have been explored regarding the applications of memory-dependent thermoelastic
models, with the development of technologies we may see some in near future. In this context, it
is worth mentioning that in several engineering structures, semiconducting materials are widely
used. The study of thermal wave propagation in such materials by fitting the memory-dependent
models into it may have an important academic significance and an application value.

In some recent works, Ezzat, El-Karamany, and Samaan (2001) and Ezzat, Othman, and El-
Karamany (2002) investigated some generalized thermoelastic problems using the state-space
approach. Abbas (2015, 2017) studied free vibration thermoelastic problems for both spherical
and cylindrical bodies under the light of two-temperature generalized thermoelasticity theory.
Othman and Eraki (2017) made a comparative study for the effect of initial stresses among
Lord–Shulman, Green–Naghdi III, and three-phase-lag models, where the body was subjected to
a magnetic field interaction. Biswas, Mukhopadhyay, and Shaw (2019) also analyzed a similar
magneto-thermoelastic problem assuming the three-phase-lag model upon a transversely isotropic
hollow cylindrical elastic body. Owing to the growing popularity of the MDDs upon fractional
order derivatives, several works have been pursued using MDDs. Memory-dependent derivatives
provide more possibilities to capture the material response of the physical problem under consid-
eration. The main compatibility of MDDs lies upon its kernel and the time delay parameter. The
kernel function and the memory parameters must be chosen in a way such that they are in har-
mony with the physical nature of the problem. In a recent study Banerjee, Shaw, and
Mukhopadhyay (2018) analyzed the thermal effects upon a spherical body using both fractional
and MDDs’ model. They showed that in such process, a nonlocality effect plays a significant part
in the theory of thermodynamics.
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The present article deals with the memory response on thermal wave propagation, emanating from
a cylindrical hole in an unbounded thermoelastic solid, under the purview of memory-dependent ther-
moelasticity theory. The dealt problem can be replicated with the situation of a drilled hole which is to
be used as a calibration reflector for the purpose of nondestructive testing. This is primarily used to
investigate the thermal wave scattering in the solid half-space by the cylindrical hole.

2. Time-dependent nonlocal thermoelasticity

2.1. Remembering memory in material modeling

In Scott–Blair’s model (see Mainardi (2010)), basically a material modeling, we found a formula
for memory phenomena in various disciplines. The model takes the form:

0D
a
t eðtÞ ¼ vrðtÞ (1)

where 0Da
t eðtÞ is the fractional (fractional order) derivative which depends on the strain history

from 0 to t, and v is a positive constant. 0Da
t eðtÞ ¼ DneðtÞ ¼ dn

dtn eðtÞ if a is an integer n.
Fractional order derivative is a generalization of integer order derivative and integral. It was

originated from the letter of L’Hô pital to Leibnitz in 1695 regarding the meaning of 1
2 order

derivative and is a promising tool for describing memory phenomena (see Rossikhin and
Shitikova (2010) and Stiassnie (1979)). The kernel function of fractional derivative is termed as
the memory function, but it does not replicate any physical process. Imprecise physical meaning
has been a big obstacle that keeps fractional derivative lagging far behind the integer
order calculus.

There are several definitions of fractional derivative. Riemann–Liouville derivative is one of
most standard definitions, described by

0D
a
t eðtÞ ¼

1
Cðm� aÞ

dm

dtm

ðt
0

eðsÞ
ðt � sÞaþ1�m ds (2)

where Cð:Þ is Euler’s gamma function and m is the integer satisfying m� 1 � a < m: The
important point is that a memory process generally consists of two stages. The former is short
with permanent retention at the beginning and it cannot be neglected in general, while the later
is governed by the fractional model (1). The critical point between the fresh stage and the work-
ing stage is usually not the origin. This observation is quite different from the traditional frac-
tional models of one stage.

The key point of our observation is that the order of fractional derivative is an index of mem-
ory. The dimensionless form of solution of the Eq. (1) is

E ¼ sa � ðs� 1Þa (3)

where s ¼ t
tM
,EðsÞ ¼ eðtÞ

eM
, and eM is the strain at the end of time of creeping t ¼ tM. The dimen-

sionless relation E increases with an increase of the value of a. The higher value of the index a
indicates the slower the forgetting during the process. In particular, E¼ 0 (nothing memorized)
when a¼ 0 and E¼ 1 (nothing forgotten) when a¼ 1. Therefore, we define the fractional order a
as the index of memory.

For a standard creep and recovery process, the specimen is usually loaded under a constant
stress rðtÞ ¼ r0 from 0 to tM, and the load is removed at the instant t ¼ tM, then rðtÞ ¼ 0
for t � tM:

Let H(t) be the Heaviside function, then the Eq. (1) takes the following form

0D
a
t eðtÞ ¼ vr0

�
HðtÞ � Hðt � tMÞ

�
(4)

where 0Da
t eðtÞ is Riemann–Liouville fractional order derivative with zero initial condition.
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The superposition method gives the solution of the above Eq. (4) as follows

eðtÞ ¼ vr0
Cðaþ 1Þ

�
taHðtÞ � ðt � tMÞaHðt � tMÞ

�
(5)

This is in agreement with the early observation of the behavior of some viscoelastic materials.
Second, we show that the Eq. (1) works not only in modeling viscoelastic materials, but also in

modeling biological kinetics with memory, for example, for the protein adsorption kinetics, if the sym-
bols r and e are replaced by the concentration c and the surface density C of fibronectin therein,
respectively. Then,

rðtÞ ¼ r0
�
HðtÞ �Hðt � tMÞ þHðt � tNÞ

�
The absorbed density is found to be,

rðtÞ ¼ r0
�
HðtÞ � Hðt � tMÞ þ Hðt � tNÞ þ ðt � tNÞaHðt � tNÞ

�
2.2. Thermal memory in the generalized thermoelasticity theory

Nonlocal continuum field theories are concerned with the physics of material bodies whose behavior
at a material point is influenced by the state of all points of the body. The nonlocal theory general-
izes the classical field theory in two respects: (i) the energy balance law is considered valid globally,
and (ii) the state of the body at a material point is described by the response functional. In this
description, nonlocality in time is known as memory dependence. The theory of heat conduction in
continuous media with memory has drawn the attention of many researchers. Initially, the motiv-
ation was to avoid the unpleasant feature of the classical coupled heat conduction model that the
thermal disturbance produced at some point in the body felt instantaneously at all other points. This
contradicts the fact that energy cannot propagate at a speed exceeding the velocity of light. Gurtin
and Pipkin (1968) first developed a general nonlinear heat conduction model for rigid body with
memory for which thermal disturbances propagate with finite speed. They assumed that the response
functional, namely the entropy, free energy, and heat flux, depends on the present value of the tem-
perature and the integrated histories of the temperature and the temperature gradient.

It is an accepted fact that owing to a thermal disturbance, the instantaneous change rate of the
physical quantities of any elastic body depends upon its past state. Thus, during the later half of the
twentieth century, the introduction of Caputo-type fractional derivatives in thermoelastic models
became fruitful step. Caputo defined fractional order derivatives in the form of an integral given by,

Da
af ðtÞ ¼

ðt
a

ðt � nÞm�a�1

Cðm� aÞ f ðmÞðnÞdn

where f ðmÞ denotes the mth order derivative.
Diethelm (2010) in his book modified the Caputo-type fractional derivative by generalizing the

kernel in the integrand as follows:

Da
af ðtÞ ¼

ðt
a
Kaðt � nÞf ðmÞðnÞdn

Jumarie (2010) developed a new Taylor series expansion of time fractional order and Ezzat
(2010) used it to establish a new model of fractional heat conduction equation as,

qi þ sa0
a!
@aqi
@ta

¼ �Kh, i (6)

Thus, due to their various applications in many engineering and scientific disciplines, since the
last one decade, fractional order differential equations have gained considerably more attention.
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As the mathematical models for the systems and processes, fractional differential equation has
been successfully applied in various fields of physics and engineering, some of which can be
found in the work of Shaw and Mukhopadhyay (2016). A rather detailed account of diverse
recent theoretical advances and applications of fractional calculus in the various fields can be
found in the books of Sabatier, Agrawal, and Tenreiro Machado (2007), Hilfer (2000), and
Atanackovi et al. (2014).

One hindrance to the wider use of fractional order methods by engineers is, the absence of a
simple geometric picture for the fractional order integral. Even though the definition of Caputo
gained specific importance, there are other definitions of fractional derivatives (e.g.,
Riemann–Liouville, Reisz, and Grunwald–Letnikov), each of which has specific advantages and
limitations, particularly when used to define a distribution of fluxes into a control volume or
effects of fading memory on the forces applied in a free body diagram.

Wang and Li (2011) introduced a modification in the definition of fractional derivative, where
the first-order derivative of a function f(x, t) has been defined in an integral form, in terms of
normal partial derivative of f(x, t) with a kernel function on a slipping interval as follows:

Dð1Þ
x f ðx, tÞ ¼ 1

x

ðt
t�x

Kðt � nÞf 0nðx, nÞdn (7)

where x is the time delay and Kðt � xÞ is the kernel function which can be chosen freely.
The above modifications to fractional order derivatives are denominated as MDDs. Due to the

form of its integrand, MDDs resonate the memory effect better than the fractional order deriva-
tives, thus showing better clairvoyance in understanding the physical nature of the material.

Even though the kernel function can be chosen freely, Wang and Li (2011) indicated that to
reduce the memory effect better, the magnitude of MDD should be smaller than that of the com-
mon partial derivative, and for that the bounds of the kernel should be 0 � Kðt � nÞ � 1
for n 2 ½t � x, t�:

It should be noted that, following the definition of MDD, in case Kðt � nÞ ¼ 1,

Dð1Þ
x f ðx, tÞ ¼ 1

x

ðt
t�x

fn
0ðx, nÞdn ¼ f ðx, tÞ � f ðx, t � xÞ

x

This indicates that, as x ! 0, MDD tends to common partial derivative of first order.
Recently, Yu, Hu, and Tian (2014) introduced MDD instead of factional derivative in the gen-

eralized heat conduction law. They inserted MDD into the Lord–Shulman generalized thermo-
elasticity theory in the rate of heat flux to indicate the memory reliance in the following manner:

qi þ sDaqi ¼ �Kh, i (8)

where Daqi ¼ Dð1Þ
a qi ¼ 1

a

Ð t
t�a kðt, pÞqð1Þi ðpÞdp:

Nunziato (1971) proposed heat conduction model with memory response at slightly different
way. He assumed the response functional can be memorized up to the present time of the tem-
perature and the temperature gradient. In this model, heat conduction depends also on the pre-
sent value of the temperature gradient so that Fourier’s law of heat conduction is obtained as a
particular case, if k(0), the instantaneous conductivity, is nonzero. On the other hand, if kð0Þ ¼
0, Nunziato’s (1971) heat conduction equation agrees with that of Gurtin and Pipkin (1968).
Chen and Gurtin (1970) extended the theory presented by Gurtin and Pipkin (1968) to deform-
able media. They proposed with the constitutive assumptions that the response functional
depends on the present values of the temperature and the deformation gradient and the inte-
grated histories of the deformation gradient, temperature, and the temperature gradient.

Following the analysis of Lord and Shulman (1967), Green and Lindsay (1972), and Dhaliwal and
Singh (1980) regarding generalized models of thermoelasticity and Nunziato (1971) in an isotropic
medium, the linearized form of heat conduction equation can be expressed as:
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að0Þð _h þ t0€hÞ þ
ðt
0
a0ðsÞ _hðx, t � sÞ þ t0€hðx, t � sÞ

h i
dsþ gð0Þr: _uðx, tÞ þ dmnt0€uðx, tÞ½ �

þ
ðt
0
g0ðsÞr: _uðx, t � sÞ þ dmnt0€uðx, t � sÞ½ �ds ¼ kð0Þr2hðx, tÞ þ

ðt
0
k0ðsÞr2hðx, t � sÞds

(9)

The stress–strain–temperature relation is,

rijðx, tÞ ¼ kð0Þeðx, tÞdij � bð0Þ hðx, tÞ þ t1 _hðx, tÞ
h i

dij þ 2lð0Þeijðx, tÞ

þ
ðt
0

k0ðsÞeðx, t � sÞdij � b0ðsÞðhðx, t � sÞ þ t1 _hðx, t � sÞÞdij þ 2l0ðsÞeijðx, t � sÞ
h i

ds

(10)

Equations (9) and (10) correspond to that of LS theory if we take t1 ¼ 0 and m¼ n. Further, the
above equation corresponds to that of GL theory for m 6¼ n: aðsÞ and k(s) are the energy-tempera-
ture delay function and the heat conduction relaxation function, respectively. In thermoelastic mate-
rials, those functions correspond to, respectively, specific heat and conductivity of the material.
kðsÞ, lðsÞ may be called as the relaxation functions due to Lame. bðsÞ, gðsÞ are the relaxation func-
tions corresponding to b and g where b is the coefficient of the temperature deviation in the stress–-
strain relation and g denotes the coupling parameter.

It should be remember that the relations

bð0Þ ¼ ð3kð0Þ þ 2lð0ÞÞaT , gð0Þ ¼ T0bð0Þ (11)

where aT is the coefficient of linear thermal expansion and T0 is the reference temperature.
Equation (11) holds for thermoelastic materials when aðsÞ, bðsÞ, gðsÞ, k(s), kðsÞ,lðsÞ are all con-
stants. Consequently, the Eqs. (9) and (10) reduce to the corresponding equations of usual linear
thermoelasticity theory.

In the absence of body forces, the equation of motion in deformable body with memory
becomes, using Eq. (10),

ðkð0Þ þ 2lð0ÞÞr2eðx, tÞ � bð0Þðr2hðx, tÞ þ t1
@

@t
r2hðx, tÞÞ

þ
ð1
0

ðk0ðsÞ þ 2l0ðsÞÞr2eðx, t � sÞ � b0ðsÞðr2hðx, t � sÞ þ t1
@

@t
r2hðx, t � sÞÞ

� �
ds ¼ q€eðx, tÞ

(12)

where eðx, tÞ ¼ divuðx, tÞ:
Later on, in the last decade of twentieth century, Green and Naghdi (1991, 1992, 1993, 1995) pro-

posed a new class of heat conduction models for an elastic solid occupying a finite volume X � Rn:
The development was more general and the characterization of material response for the thermal phe-
nomena was based on the three types of constitutive relations and they labeled as types I, II, and III.

Type I model: In this model, the constitute function consists of classical theory of heat con-
duction based on Fourier law:

qðx, tÞ ¼ �Krhðx, tÞ; ðx, tÞ 2 X� R (13)

where X 2 R
n, h is the absolute temperature and K> 0 is the thermal conductivity.

Type II model: Contrary to type I model, one additional thermal state variable, namely ther-
mal displacement, was adopted in type II and type III models, defined as

aðx, tÞ ¼ a0ðxÞ þ
ðt
0
hðx, sÞds (14)
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where hðx, tÞ is an empirical temperature scale, not necessarily the absolute one. More observa-
tions on the notion of thermal displacement, along with its history and use, can be found in the
work of Podio-Guidugli (2009).

Type III model: Like type II model, the constitutive function of this model is also based on the
thermal displacement variable aðx, tÞ:

This model is characterized by the heat flux law:

qðx, tÞ ¼ �krhðx, tÞ � k�raðx, tÞ; k� > 0 (15)

In the second half twentieth century, when Lord–Shulman (1967) and Green–Lindsay (1972)
suggested several generalization of heat conduction laws with finite wave speed based on the heat
flux rate-dependent terms, Coleman and Gurtin (1967) have also proposed one generalization to
the heat flux constitutive law in the form of a hereditary relation given by,

qðx, tÞ ¼ �k0rhðx, tÞ �
ðt
�1

kðt � sÞrhðx, sÞds (16)

where k0 � 0, k is a convex summable function on the positive half-line.
For k0 ¼ 0, the Coleman–Gurtin model reduces to the linear model by Gurtin and Pipkin

(1968). Further, if we substitute k0 ¼ 0 with kðsÞ ¼ K
s e

�s
s, Eq. (13) reduces to the Maxwell–Cattaneo

model, which is based upon a rate-type constitutive equation for the heat flux, that is,

s _qðx, tÞ þ qðx, tÞ ¼ �k0rhðx, tÞ
where sð> 0Þ is a small real positive quantity, termed as the thermal time delay and the super-
posed dot stands for the material time derivative.

The presence of memory in the generalized thermoelasticity theories, like GN models, became
well established since the last decade of the twentieth century. The Coleman–Gurtin model can
be specifically considered as a generalization to the Green–Naghdi type III model. Moreover, due
to the presence of a time convolution integral, the Coleman–Gurtin (1968) theory is also referred
to as the theory of heat conduction with a thermal memory.

In this regard, we can mention the work of Shaw (2017), a note on generalized thermoelastic-
ity with MDDs, in which the author shown how MDDs play a significant impact in thermoelas-
ticity theory.

The kernel k(t, p) and the time delay að> 0Þ in the definition of MDD should always be chosen
in an arbitrary manner so that the material’s real behavior can be understood more properly.

In common practice, the kernel function is considered in the following form:

kðt, pÞ ¼ p� t
a

þ 1

� �b

(17)

The following are three different forms of kernels and the respective forms of heat conduc-
tion laws:

1. Constant kernel (b¼ 0): qðx, tÞ þ s
a ½qðx, tÞ � qðx, t � aÞ� ¼ �K @h

@x

2. Linear kernel (b¼ 1): qðx, tÞ þ s
a2
Ð t
t�a qðx, pÞdp ¼ �K @h

@x

3. Parabolic kernel (b¼ 2): qðx, tÞ þ 2s
a3
Ð t
t�aðp� t þ aÞqðx, pÞdp ¼ �K @h

@x :

The kernel shows monotonic nature with K¼ 0 for the past time t � n and K¼ 1 for the pre-
sent time t.

In various thermoelastic investigations, Ezzat, El-Karamany, and El-Bary (2017) have proposed
another form of the memory kernel as follows:
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kðt � pÞ ¼ 1� 2b
x

ðt � pÞ þ a2ðt � pÞ2
x2

(18)

where a, b, and x are the parameters to be chosen.
Laplace transform of a function containing the MDD would have been a challenging task in

our succeeding discussion. Thus, Laplace transform of any function f(t) with first-order MDD is
demonstrated here,

L½Dxf ðtÞ� ¼
�f ðsÞ
x

1� 2b
xs

þ 2a2

x2s2

� �
� e�xs 1� 2b2 þ a2 þ 2ða2 � bÞ

xs
þ 2a2

x2s2

� �� �
(19)

If the kernel function in MDD is constant, that is, when kðt, pÞ ¼ 1, then

L½Dxf ðtÞ� ¼ 1
x
ð1� e�xsÞ�f ðsÞ (20)

where �f ðsÞ denotes the Laplace transform of f(t) and f ðt � xÞ ¼ 0 for t < x:
In the present article, our aim is to analyze the memory response on thermal disturbances in

the context of Green–Naghdi (type III) theory of generalized thermoelasticity and as a special
case, thermoelasticity without energy dissipation (type II). Later on, thermal disturbances due to
GN models are meticulously compared with the recently proposed generalized thermoelasticity
theory with MDDs. With these theoretical developments, we try to emphasize the fact that how
memory-dependent generalized thermoelasticity model felt its impact on previously proposed
thermoelasticity theory with memory?

3. Statement of the problem

Here, we consider a homogeneous, isotropic thermoelastic medium with a cylindrical hole
(Fig. 1). Either the cylinder is full of a relatively hot fluid or a heat source is present inside the
hole. Consequently, the heat will emanate from the hole into the considered elastic medium
instantaneously. Moreover, the dimension of the radius of the hole 0a0 is much lesser than that

Figure 1. Schematic diagram of the problem.
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of the whole medium. To analyze the considered thermoelastic problem, generalized theory of
thermoelasticity due to Green and Naghdi (1993) and thermoelasticity theory with MDDs
are adopted.

3.1. Basic equations

In the context of GN theory (type III model), the field equations for a linear, homogeneous, and iso-
tropic thermoelastic solid body, in the absence of body forces and heat sources, with energy dissipation
are as follows:

lr2 u!þ ðkþ lÞr! ðdiv u!Þ � crh ¼ q €u!

kr2 _h þ k�r2h ¼ qCe
€h þ cT0div

€u! (21)

By adopting MDDs into the generalized thermoelasticity theory of Lord–Shulman type, the field
equations for a linear, homogeneous, and isotropic thermoelastic solid body, in the absence of
body forces and heat sources are given by,

lr2 u!þ ðkþ lÞr!ðdiv u!Þ � crh ¼ q €u!

kr2h ¼ ð1þ sDxÞ @
@t

ðqCehþ cT0div u
!Þ (22)

in which u! is the displacement vector; h is the temperature change above a uniform reference
temperature T0; q is the mass density; Ce is the specific heat; k and l are the Lame’s constant;
c ¼ ð3kþ 2lÞat , at being the coefficient of linear thermal expansion and k, k� are a material con-
stants characteristic of the theory.

The stress matrix T associated with u! and h is given by

T ¼ kðdiv u!ÞI þ lðruþruTÞ � chI (23)

In all the above equations, the direct vector/tensor notation is employed. Also an over dot
denotes partial derivatives with respect to the time variable t.

We suppose that the constants appearing in Eqs. (23)–(25) satisfy the inequalities:

l > 0, kþ l > 0, q > 0, T0 > 0, Ce > 0, c > 0, k > 0, k� > 0

Then, Eqs. (23) and (24) represent a fully hyperbolic system that permits finite speed for both
elastic and thermal waves, which are coupled together in general.

3.2. Mathematical formulation

Mathematically, we assume that the thermal wave is generated due to an application of a constant
step in temperature on the boundary of the hole which is held in a stress-free state. For radial
symmetric interactions, the displacement vector possesses only the radial component u ¼ uðr, tÞ,
where r is the radial distance measured from the origin (point of symmetry) and the stress tensor
is determined by the radial stress rrr, the circumferential stress (hoop stress) rww, and the axial
stress rzz. In this case, Eqs. (21) yield the following equations for u and h:

ðkþ 2lÞ @u
@r

þ 1
r
u

� �
@u
@r

� c
@h
@r

¼ q
@2u
@t2

k
@

@t
@2

@r2
þ 1

r
@

@r

� �
hþ k�

@2

@r2
þ 1

r
@

@r

� �
h ¼ @2

@t2
qCehþ cT0

@u
@r

þ 1
r
u

� �� � (24)
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Along with the following constitutive relations, which are obtained from Eq. (23):

rrr ¼ ðkþ 2lÞ @u
@r

þ k
u
r
� ch

rww ¼ k
@u
@r

þ ðkþ 2lÞ u
r
� ch

rzz ¼ k
@u
@r

þ u
r

� �
� ch

(25)

It will be convenient for us to rewrite the Eqs. (24) in terms of e and h, where e is the cubical
dilatation given by

e ¼ @u
@r

þ u
r
:

Thus Eqs. (24) can be expressed as follows:

ðkþ 2lÞ @2

@r2
þ 1

r
@

@r

� �
e� c

@2

@r2
þ 1

r
@

@r

� �
h ¼ q

@2e
@t2

k
@

@t
@2

@r2
þ 1

r
@

@r

� �
hþ k�

@2

@r2
þ 1

r
@

@r

� �
h ¼ @2

@t2
ðqCehþ cT0eÞ

(26)

For mathematical analysis, it is convenient to have Eqs. (25) and (26) rewritten in nondimen-
sional form. For this purpose, we consider the following transformations:

r0 ¼ r
a0

, t0 ¼ V
a0

t, u0 ¼ kþ 2l
a0cT0

u, h0 ¼ h
T0

, r0rr ¼
rrr
cT0

, r0ww ¼ rww
cT0

,

r0zz ¼
rzz
cT0

, e0 ¼ kþ 2l
a0cT0

e

where a0 is a standard length and V is a standard speed, using these transformations in Eqs. (25)
and (26) and suppressing primes for simplicity in the notations, we obtain the following equa-
tions in nondimensional form:

C2
P

@2

@r2
þ 1

r
@

@r

� �
e� @2

@r2
þ 1

r
@

@r

� �
h

� �
¼ @2e

@t2

C2
T
@

@t
@2h
@r2

þ 1
r
@h
@r

� �
þ C2

S
@2h
@r2

þ 1
r
@h
@r

� �
¼ @2

@t2
hþ e

@u
@r

þ u
r

� �� � (27)

rrr ¼ @u
@r

þ g
u
r
� h (28)

rww ¼ g
@u
@r

þ u
r
� h (29)

rzz ¼ g
@u
@r

þ u
r

� �
� h (30)

Here

C2
P ¼ kþ 2l

qV2
,C2

T ¼ k
qCeVa0

,C2
S ¼

k�

qCeV2
, e ¼ c2T0

qCeðkþ 2lÞ , g ¼ k
kþ 2l

(31)

We note that CP, CT, and CS, respectively, represent the nondimensional speeds of purely elas-
tic dilatational wave and purely thermal wave and e is the usual thermoelastic coupling factor.
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3.3. Initial and boundary conditions

The body being considered for our analysis here is an unbounded thermoelastic solid with circu-
lar cylindrical hole. If initially the body is at rest in an undeformed state and has its temperature
change and temperature rate equal to zero, then the following initial conditions hold:

u ¼ @u
@t

¼ h ¼ @h
@t

¼ 0 at t ¼ 0 for r � 1 (32)

If the thermoelastic interactions are caused by a uniform step in temperature applied to the
boundary of the cylindrical hole which is held in the stress-free state, then the following bound-
ary conditions hold:

h ¼ T0HðtÞ,rrr ¼ 0 for r ¼ 1, t > 0 (33)

where H(t) is the Heaviside unit step function.
Using Eqs. (28) and (33), these boundary conditions can be rewritten as

@u
@r

þ g
u
r
¼ T0HðtÞ for r ¼ 1, t > 0 (34)

Hence, for our concerned problem, the field equations together with the constitutive equations
are given by Eqs. (27)–(30), and the initial and boundary conditions are provided in Eqs. (32)
and (34), respectively. Once u and h are determined by solving this initial boundary value prob-
lem, then rrr, rww, and rzz can be computed by using Eqs. (28)–(30).

4. Solution in integral transform domain

Adopting Laplace transform technique, the dimensionless governing equations are expressed in
the integral transform domain as a vector matrix differential equation in cylindrical polar coordi-
nates. Later, the considered vector matrix differential equation shall be solved by an eigenvalue
approach in the Laplace transform domain.

4.1. Solution using GN (type III) model

Performing Laplace transform on Eqs. (27), we obtain

d2

dr2
þ 1

r
d
dr

� �
ð�e � �hÞ ¼ s2

C2
P

�e (35)

and

ðC2
Tsþ C2

SÞ
d2

dr2
þ 1

r
d
dr

� �
�h ¼ s2ð�h þ e�eÞ (36)

Using Eq. (36), Eq. (35) yields,

L�e ¼ s2
1
C2
P
þ e
C2
Tsþ C2

S

� �
�e þ s2

C2
Tsþ C2

S

�h (37)

where

L 	 d2

dr2
þ 1

r
d
dr

(38)

And using operator (38), Eq. (36) is represented as

L�h ¼ s2
e

C2
Tsþ C2

S

�e þ 1
C2
Tsþ C2

S

�h
� �

(39)
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Equations (37) and (39) can be written in the form of a vector matrix differential equation as:

L~v ¼ ~A~v (40)

where

~A ¼ c11 c12
c21 c22

 !
�v ¼ ð�e �h ÞT

in which,

c11 ¼ s2
1
C2
P
þ e
C2
Tsþ C2

S

� �
, c12 ¼ c22 ¼ s2

C2
Tsþ C2

S
, c21 ¼ s2

c2P
(41)

The characteristic equation of matrix ~A can be written as:

k2 � ðc11 þ c22Þkþ ðc11c22 � c12c21Þ ¼ 0 (42)

Assuming the eigenvalues of the matrix ~A to be of the form: k1 ¼ m2
1 and k2 ¼ m2

2, the right
eigenvector ~X corresponding to the eigenvalue k of the matrix ~A can be calculated as:

~X ¼ ð�c12, c11 � k ÞT (43)

Thus, one can calculate the eigenvector corresponding to the eigenvalues ki ði ¼ 1, 2Þ: We
denote them as:

~X1 ¼ ð�c12, c11 �m2
1ÞT

~X2 ¼ ð�c12, c11 �m2
2ÞT

(44)

In order to satisfy the regularity conditions at r ! 1 of the field functions, solution of Eq.
(40) can be taken in the following form:

~v ¼
X2
i¼1

Ai~XiK0ðmirÞ (45)

where K0ð:Þ being the modified Bessel function of second kind of 0th order.
Using Eqs. (40) and (45) and considering the boundary conditions taken in dimensionless

form, we get

�uðr, sÞ ¼ c12
Ds

ðn2 � X2ÞK1ðm1rÞ
m1

� ðn1 � X1ÞK1ðm2rÞ
m2

� �
(46)

�hðr, sÞ ¼ 1
Ds

½ðc11 �m1Þðn2 � X2ÞK0ðm1rÞ � ðc11 �m2Þðn1 � X1ÞK0ðm2rÞ� (47)

�rrrðr, sÞ ¼ c12ðn2 � X2Þ
Ds

�K0ðm1rÞ þ g� 1
m1r

K1ðm1rÞ � ðc11 �m1ÞK0ðm1rÞ
� �

� c12ðn1 � X1Þ
Ds

�K0ðm2rÞ þ g� 1
m2r

K1ðm2rÞ � ðc11 �m2ÞK0ðm2rÞ
� � (48)

�rwwðr, sÞ ¼ n2 � X2

Ds
c12

1� g
m1r

K1ðm1rÞ � K0ðm1rÞ
� �

� ðc11 �m1ÞK0ðm1rÞ
� �

� n1 � X1

Ds
c12

1� g
m2r

K1ðm2rÞ � K0ðm2rÞ
� �

� ðc11 �m2ÞK0ðm2rÞ
� � (49)

�rzzðr, sÞ ¼ n1 � X1

Ds
½gc12 þ ðc11 �m2Þ�K0ðm2rÞ � n2 � X2

Ds
½gc12 þ ðc11 �m1Þ�K0ðm1rÞ (50)
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where

Xi ¼ ðc11 �miÞK0ðmiÞ

ni ¼ c12 ðg� 1ÞK1ðmiÞ
mi

� K0ðmiÞ
� �

D ¼ X1n2 � X2n1

m2
i ¼

2s2CP
2e

ðCT
2sþ CS

2Þ bþ ð�1Þiþ1ðb2 � 4CP
4eÞ12

h i
b ¼ C2

Tsþ C2
S þ C2

Pð1þ eÞ
Green–Naghdi model without energy dissipation:
At k¼ 0, the governing equations and the corresponding solutions illustrated in the preceding
sections reduce the generalized thermoelasticity without energy dissipation theory due to Green
and Naghdi.

4.2. Solution under the light of generalized thermoelasticity theory with MDD

Considering the time derivative to be memory dependent in the generalized heat conduction
equation, we obtain the following dimensionless governing equations for u and h:

C2
P

@2

@r2
þ 1

r
@

@r

� �
e� @2

@r2
þ 1

r
@

@r

� �
h

� �
¼ @2e

@t2

C2
T

@2h
@r2

þ 1
r
@h
@r

� �
¼ ð1þ sDxÞ @

@t
ðhþ eeÞ

(51)

Proceeding in a similar way as in the previous section, we get the expressions for deformation,
temperature and stresses as given in Eqs. (46)–(50), where the expressions for Xi, ni, and D
remain same, but

c11 ¼ s2

C2
P
þ ss1e

C2
T

, c12 ¼ c22 ¼ ss1
C2
T

, c21 ¼ ss1e
C2
T

(52)

where the expression for s1 is:
s1 ¼ 1þ s

x ð1� e�sxÞ, when we consider the constant kernel form in MDD, and

s1 ¼ 1þ s
x 1� 2b

xs þ 2a2
x2s2

� �
� e�xsð1� 2b2 þ a2 þ 2ða2�bÞ

xs þ 2a2
x2s2Þ

� �
, when we consider the kernel

form as mentioned in Eq. (18);
and

m2
i ¼

2s2s1

bþ ð�1Þiþ1ðb2 � 4ss1C2
PC

2
TÞ

1
2

(53)

in which

b ¼ s1ð1þ eÞC2
P þ sC2

T (54)

Special cases:
(i) Case I: Letting a¼ 0, b¼ 0, and x ! 0, we see that the MDD Dxf ðtÞ tends to the traditional
derivative d

dt f ðtÞ, and hence owing to such a case, the expressions for displacement, temperature,
and stresses obtained under the light of generalized thermoelasticity theory with MDD are trans-
formed to the expressions of the field functions for Lord–Shulman theory of generalized
thermoelasticity:
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where

m2
i ¼

2s2ð1þ ssÞ
bþ ð�1Þiþ1

�
b2 � 4sð1þ ssÞC2

PC
2
T

�1
2

(55)

in which

b ¼ ð1þ ssÞð1þ eÞC2
P þ sC2

T (56)

(ii) Case II: Solutions for classical coupled thermoelasticity can be obtained by neglecting the
thermal time delay (i.e., s¼ 0) in Eq. (51).

Consequently,

s1 ¼ 1

and hence,

m2
i ¼

2s2

bþ ð�1Þiþ1ðb2 � 4sC2
PC

2
TÞ

1
2

(57)

and

b ¼ ð1þ eÞC2
P þ sC2

T (58)

5. Numerical results and discussion

In order to obtain the final solutions of the physical quantities in space-time domain, we must
invert the transforms given in Eqs. (46)–(50). Considering the fact that the expressions for mi

and Xi given in the preceding sections are complicated functions of s, the Laplace inversion for
the expressions of �u and �h given in Eqs. (46) and (47) for all values of s becomes redoubtable in
nature. Hence, we adopt the path of deriving the numerically approximate solutions for the field
equations. For inverting the Laplace transforms in the required equations, we employ the algo-
rithm for numerical inversion given by Honig and Hirdes (1984).

In this method, the Laplace transform �f ðr, sÞ has the inverse f ðr, tÞ, which is given by the rela-
tion

f ðr, tÞ ¼ e�t

2p

ð1
�1

eixt�f ðr, sÞdx (59)

where s ¼ � þ ix ð�,x 2 RÞ
Darbin derived the approximated numerical inversion relation by expanding the function

hðr, tÞ ¼ e��tf ðr, tÞ in a Fourier series in the interval ½0, 2T�: After summing the series up to a
finite number N, we get the approximated value for f(r, t) as,

fNðr, tÞ ¼ � e�t

2T
Ref�f ðr, �Þg þ e�t

T

XN
k¼0

Re �f r, � þ i
kp
T

� �� 	
cos

kp
T

t

� �

� e�t

T

XN
k¼0

Im �f r, � þ i
kp
T

� �� 	
sin

kp
T

t

� � (60)

Now, for reducing the total error, we use the Korrektur method and then the �� algorithim for
reducing the discretizational error and hence to accelerate convergence.

For the purpose of numerical evaluation in the space-time domain, we choose the parameters
of copper-like materials where the values of physical constants are as follows (for details, see
Chandrasekharaiah and Srinath (1998) and Banerjee, Shaw, and Mukhopadhyay (2018)):
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k ¼ 7:76� 1010Nm�2, l ¼ 3:86� 1010Nm�2, q ¼ 8954kgm�3, e ¼ 0:0168, CT ¼ 2,

T0 ¼ 293K, Ce ¼ 381Jkg�1K�1, k ¼ 400Wm�1K�1, k� ¼ 300Wm�1K�1s�1

Numerical computations were carried out comparing the displacement, temperature, radial,
and axial stresses along the radius of the body in the context of both MDD model and
Green–Naghdi models (with and without energy dissipation). The time moment for all graphic-
ally demonstrated physical phenomena is considered to be t¼ 0.02. The comparisons are demon-
strated graphically in Figs. 2–13 for different values of a and b. Moreover, a graphical
comparison of our results was carried out with reference to the work of Youssef (2005)
(LS model).

Figures 2–4 represented the various displacements along the radius in comparison with the
Green–Naghdi models, LS model, and MDD model for various values of a and b. In Figs. 2–4,
we observed that the displacement is maximum near the surface of the cylindrical hole and it
proportionately decreases along the radius of the elastic body. Further in Fig. 4, the displacement
graph is noted to coincide for the LS, nonlinear MDD ða ¼ 1, b ¼ 1Þ, and the linear MDD mod-
els ða ¼ 0, b ¼ 1=2Þ:

Figures 5–7 showed that for all thermoelasticity models under consideration, the temperature
is maximum at the surface of the hole and it gradually decreases as we move away radially from
the hole. Similar to the nature of displacement, the rise in temperature is maximum for GN type
III model followed by GN type II model and MDD model. From Figs. 5 and 6, we detected that
near the vicinity of the cylindrical hole, the difference in the varying results of temperature distri-
bution between the MDD model and GN models is greater in nonlinear MDD model when com-
pared with the linear MDD model.

Figures 8–10 exhibited that the radial stress gets maximized near the inner surface of the hole.
Although the radial stresses for different models gradually converge to a constant value as we
move away from the center of the hole, the radial stress generated in the GN models is more
near immediate vicinity of the surface of the hole when compared with MDD model. Figures 8

Figure 2. Comparison of displacement u(r, t) with MDD and GN models.
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and 9 showed similar graphical traits for radial stresses among LS model (see Youssef (2005))
and the nonlinear MDD model.

Figures 11–13 displayed the graphical results for axial stress in the context of different thermo-
elastic models under consideration. In Figs. 11 and 12, the axial stress indicated proportionately

Figure 3. Comparison of displacement u(r, t) with LS model (Youssef 2005) and GN models.

Figure 4. Comparison of displacement u(r, t) with LS model (Youssef 2005) and MDD models.
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similar results like radial stress. Considering a¼ 0, b¼ 0, and x ! 0 in the expression of MDD,
the memory-dependent thermoelasticity model converges with the Lord–Shulman model for gen-
eralized thermoelasticity. Owing to the effect of a constant heat source, Fig. 13 conveyed that the
nature of the axial stress near the vicinity of the hole in the context of Lord–Shulman model

Figure 5. Comparison of temperature hðr, tÞ with MDD and GN models.

Figure 6. Comparison of temperature hðr, tÞ with LS model (Youssef 2005) and GN models.
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Figure 7. Variation of temperature hðr, tÞ in nonlinear MDD model.

Figure 8. Comparison of radial stresses rrrðr, tÞ with MDD and GN models.
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differs from GN models. The magnitude of the axial stress in LS model is significantly less than
the stress generated by the GN models at the neighborhood of the hole but they gradually con-
verge as we move away from the heat source.

Figure 9. Comparison of radial stresses rrrðr, tÞ with LS model (Youssef 2005) and GN models.

Figure 10. Comparison of radial stresses rrrðr, tÞ with GN III and MDD models.
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Comparing Figs. 2, 4, 5, 7, 8, and 10, we notice that for displacement, temperature, and radial
stress, the graphs show almost similar nature for nonlinear MDD model and LS model for gener-
alized thermoelasticity.

Figure 11. Variation of axial stress rzzðr, tÞ in nonlinear MDD model.

Figure 12. Comparison of axial stresses rzzðr, tÞ with GN II and MDD models.
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In the presence of memory-dependent kernel in the generalized thermoelasticity, the observed
values are significantly smaller than GN models in the context of infinitesimal theory of elasticity.
Consequently, one can select an appropriate kernel to enhance the memory effect over thermal
disturbances. It justified the fact that nonlocality has a remarkable impact over not only the ther-
moelasticity models with thermal time delay but also on the GN models. Thus, it has been
revealed that the memory in the thermal displacement, which was incorporated in GN type II
and type III models, is not enough to describe the exact memory of material response in the
background of generalized thermoelasticity.

6. Conclusion

After analyzing the theoretical and computational aspects, we observe the following phenomena:

1. The present article provides a detailed comparative analysis of the memory response on ther-
mal disturbances in the context of Green–Naghdi theories for generalized thermoelasticity
(with and without energy dissipation) and the recently proposed generalized thermoelasticity
theory with MDDs.

2. The theoretical developments and computational results showed that the memory-dependent
generalized thermoelasticity model maintained an almost proportional difference throughout
when compared with the Green–Naghdi theories for generalized thermoelasticities.

3. Upon selecting an appropriate kernel with the required values of the constants, one may
enhance the memory effects in the theory of thermoelasticity. The influence of memory in
thermoelastic models under consideration had a consequential effect over them. The graph-
ical results suggested that the memory connected to thermal displacement was insufficient to
cater the needs of nonlocality phenomenon in hyperbolic thermoelasticity.

Figure 13. Comparison of axial stresses rzzðr, tÞ with LS model (Youssef 2005) and MDD models.
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4. The graphical results revealed that in all physical aspects (namely displacement, temperature,
radial stress, and tangential stress), Green–Naghdi type III model gives an upper bound of
the computed results among the considered generalized models.

The analysis and results exhibited in this article may prove to be functional for researchers
who are working on material science, mathematical physics, thermodynamics with low tempera-
tures, as well as on the evolution of the hyperbolic thermoelasticity theory.
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A B S T R A C T

This research article reports the synthesis, structural characterization and phenoxazinone synthase activity of a
new phenoxido-bridged dicopper(II)-Schiff base complex, [Cu2(L)3]ClO4 (1), [HL = (Z)-2-methoxy-6-(((2-
methoxyphenyl)imino) methyl)phenol]. X-ray structure of the Cu(II) complex reveals that each of the two Cu(II)
centres in 1 adopts different coordination geometries (distorted octahedral and distorted square planar) and
phenoxido bridges couple two Cu(II) centres to form a dinuclear copper complex with Cu⋯Cu distance 3.182 Å.
The dicopper(II) complex catalyzes the aerobic oxidation of 2-aminophenol (2-AP) to aminophenoxazinone
species in acetonitrile with good turnover number, 78.14 h−1. Electro-chemical and electrospray ionization mass
spectrometry analysis of 1 in presence of 2-AP ensure the involvement and key role of the copper(II) centres in
formation of enzyme-substrate adduct. Subsequently, electron paramagnetic resonance study confirms the
generation of radical species in the course of catalysis. Finally, density functional theoretical calculations well
reproduce the experimental geometrical parameters and spectroscopic behaviours of 1 and decisively argue in
favour of the proposed catalytic pathways.

1. Introduction

Copper based coordination compounds containing Schiff base li-
gands have been widely employed in different organic transformations
of laboratory and industrial significance [1–3]. In living system, copper
ion has played a pivotal role as an essential bio-element. In addition,
copper complexes have been widely distributed as the functional sites
of various metal dependent enzymes like catechol and galactose oxi-
dase, phenoxazinone synthase, superoxide dismutase, lysine oxidase,
N2O reductase etc [4–7]. Enormous efforts have been made by re-
nowned research groups to mimic structural and functional sites of
copper dependent enzymes aiming to develop better catalysts by tuning
the electronic and geometric factors associated with the surrounding
ligands [8–10]. It has commonly been observed that proper tuning of
electronic and steric factors in ligand may lead to improve molecular
properties for metal complexes [4–11].

Among the copper(II) complexes of varied nuclearities, dicopper
compounds have played significant role in mimicking the functional

activities of type-3 copper proteins with high efficiency [4–7]. Focusing
on those structural and functional aspects, synthetic inorganic chemists
have actively engrossed in designing and synthesizing coordination
compounds aiming to explore the bio-functions of various metal-de-
pendent enzymes [11]. Type-3 copper proteins have a dinuclear copper
(II) active site and both the copper(II) centers are antiferromagnetically
coupled that makes them EPR silent [12]. The magnetic interactions
involving phenoxo-bridged dinuclear copper(II) complexes have been
widely investigated in the scientific literature [13,14]. There are lots of
examples where dinuclear copper complexes have formed by bridging
phenolates and other atomic or molecular bridges (oxides, pyrazoles,
phosphates, acetates etc) [15,16].

On the other hand, catalytic oxidative coupling from 2-aminophenol
(2-AP) to 2-amino-3H-phenoxazine-3-one (2-APX) by copper(II) based
coordination compounds has drawn considerable attention for its im-
portant mechanistic insights in the course of oxidative catalysis
[17–21]. It has been experimentally observed that a naturally occurring
antineoplastic agent, actinomycin D behaves as an inhibitor towards the
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preparation of DNA-directed RNA. Actinomycin D is related to ques-
tiomycin A which is familiar as 2-Amino-3H-phenoxazine-3-one [22].
This species is used clinically for the treatment of certain types of
cancer [23]. It is well observed that in the final step of the biosynthesis
of actinomycin D, the enzyme phenoxazinone synthase catalyzes the
oxidative coupling of 2-aminophenol to the phenoxazinone chromo-
phore [23–25]. On account of the significance of the oxidative catalysis,
this research work presents the preparation, structural characterization
and DFT study of a dinuclear copper(II)-Schiff base complex and its
potential bio-mimicking activity towards catalytic oxidative coupling of
2-aminophenol under aerobic atmosphere.

2. Experimental

2.1. Preparation of the Schiff base and dinuclear copper(II) complex

(a) Chemicals, solvents and starting materials
Highly pure o-vanilin (Sigma Aldrich, USA), o-anisidine (Sigma

Aldrich, USA), copper(II) perchlorate hexahydrate (E-Merck, India) and
o-aminophenol (Sigma Aldrich, USA) were purchased from the re-
spective concerns and used as received. All other chemicals and sol-
vents were of analytical grade and were used as received without fur-
ther purification.

Caution! Metal perchlorate salts are potentially explosive, especially
in presence of organic ligands. Hence, metal perchlorate salts should
only be handled with proper precautions (in small amount, avoid heat
and fire).

(b) Synthesis of the Schiff base and dicopper(II) complex
The Schiff base ligand, HL was prepared following the reported

procedure [26–28]. The Schiff base ligand was synthesised by refluxing
o-anisidine (0.123 g, 1 mmol) with o-vanilin (0.152 g, 1 mmol) in
20 mL ethanol for 6 h. Thereafter, the reddish coloured solution was
filtered and dried. Then, the compound was stored in vaccuo over CaCl2
for use. Yield: 0.219 g (~85.2%). Anal. Calc. for C15H15NO3 (HL): C,
70.02; H, 5.88; N, 5.44; Found: C, 70.09; H, 5.80; N, 5.93. IR (KBr,
cm−1; Fig. S1): 3432 (νOH), 1614 (νC]N); UV–Vis (λmax, nm; Fig. S2):
278, 340, 460; 1H NMR (δ ppm, 400 Mz, CDCl3; Fig. S3) δ = 14.46 (s,
1H), 8.70 (s, 1H), 7.26–6.82 (Ar-H, 7H), 5.94 (s, 1H), 3.93, 3.89 (d, 6H)
ppm. 13C NMR (400 MHz,CDCl3; Fig. S4): 161.43 (HC]N); 153.19,
152.78 (Ar-OCH3); 136.42 (Ar-N]C); 148.89 (Ar-OH); 128.15, 123.60,
121.03, 119.34, 119.25, 118.09, 114.40, 112.07 (Ar-C); 56.24, 55.97
(–OCH3). ESI-MS (m/z; Fig. S5) 258.2663 (Calc. 258.28).

To prepare the dicopper(II) complex, initially a methanolic solution
of Cu(ClO4)2 (0.730 g, 2 mmol) was added drop wise to the acetonitrile
solution of HL (0.771 g, 3 mmol). Consequently, it was observed that
the red coloured Schiff base solution was turned into green im-
mediately. The, the reaction solution was kept in open atmosphere for
slow evaporation. After 10–15 days, fine microcrystalline green co-
loured compound was separated out from the solution. Thereafter, the
crystalline compound was washed with toluene and dried over silica gel
to get pure crystals of 1. Finally, different spectroscopic and analytical
techniques were performed to characterize the compound. The results
are as follows.

Yield of 1: 0.630 g (~76% based on metal salt) Anal. calc. for
C45H42N3O13ClCu2 (1): C, 54.30; H, 4.25; N, 4.22; Found: C, 54.35; H,
4.19; N, 4.28. IR (KBr pellet, cm−1; Fig. S1): 1611 (νC]N) & 1095(νClO4-

); UV–Vis (1 × 10–4 M, λmax(abs), nm, MeCN; Fig. S2): 240, 293, 400.
ESI-MS (m/z; Fig. S6) 896.3281 (Calc. 896.15).

2.2. Physical measurements

IR spectra of the ligand and 1 were recorded with a FTIR-8400S
SHIMADZU spectrophotometer (Shimadzu, Kyoto, Japan) in the range
400–3600 cm−1 with KBr pellet. 1H and 13C NMR spectra of the ligand
(HL) were recorded on a Bruker Advance 400 MHz spectrometer
(Bruker, Massachusetts, USA) in CDCl3 at 298 K. Steady-state

absorption and other spectral data were recorded with a JASCO V-730
UV–Vis spectrophotometer (Jasco, Tokyo, Japan). Electrospray ioniza-
tion (ESI) mass spectrum of the ligand and 1 were recorded using a Q-
tof-micro quadruple mass spectrometer. Operating parameters of the
instrument like sample cone, source temperature, and pump flow were
kept as fixed at 30 V, 80 °C and 20 µL/min respectively during the
measurement of ESI-MS for this dicopper(II) complex. The pH values of
different solutions were measured by Labman pH meter (Wensar,
Chennai, India) at room temperature. Elemental analyses were per-
formed on a Perkin Elmer 2400 CHN microanalyser (Perkin Elmer,
Waltham, USA). X-band EPR spectra were recorded on a Magnettech
GmbH MiniScope MS400 spectrometer (equipped with temperature
controller TC H03, Magnettech, Berlin, Germany), where the micro-
wave frequency was measured with an FC400 frequency counter.

2.3. Crystal structure determination and refinement

Single crystal X-ray diffraction data of 1 were collected using a
Rigaku XtaLABmini diffractometer equipped with Mercury 375R (2 × 2
bin mode) CCD detector. The data were collected with graphite
monochromated Mo-Kα radiation (λ = 0.71073 Å) at 100.0(2) K using
ω scans. The data were reduced using CrysAlisPro 1.171.38.46 [29] and
the space group determination was done using Olex2. The structure was
resolved by dual space method using SHELXT-2015 [30a] and refined
by full-matrix least-squares procedures using the SHELXL-2015 [30b]
software package through OLEX2 suite [30c,30].

2.4. Hirshfeld surface calculations of dicopper(II) compound

Crystal Explorer 17.5 [31] program package was employed to
generate Hirshfeld surfaces [31b] and 2D fingerprint plots [31c] of 1
using its single crystal X-ray diffraction data. It has already been es-
tablished that Hirshfeld Surface analysis is a very important tool to
study and locate intermolecular interactions within a crystal packing
[31a,31c,31d]. The function dnorm is a ratio of the distances of any
surface point to the nearest interior (di) and exterior (de) atom and the
van der Waals radii of the atoms [32,33]. The normalized contact dis-
tance (dnorm) could be expressed as

= +d d r
r

d r
rnorm

i i
vdw

i
vdw

e i
vdw

e
vdw (1)

where, revdW and rivdW denote the corresponding van der Waals radii of
atoms. The negative value of dnorm indicates that the sum of di and de is
shorter than the sum of the relevant van der Waals radii, which is
considered to be a closest contact and is visualized in red colour. The
white colour denotes intermolecular distances close to van der Waals
contacts with dnorm equal to zero whereas contacts longer than the sum
of van der Waals radii with positive dnorm values are coloured with blue.
A plot of di versus de is a fingerprint plot that identifies the presence of
different types of intermolecular interactions.

2.5. Phenoxazinone synthase activity of dicopper(II) complex (1)

Phenoxazinone Synthase like activity was examined by treating
1 × 10−4 M solution of 1 in MeCN medium with 10 equiv. of 2-ami-
nophenol (2-AP) under aerobic conditions at room temperature. To
study this activity, absorbance vs. wavelength (wavelength scans) of the
solution was monitored spectrophometrically at a regular time interval
of 5 min for 1 h in the wavelength range from 300 to 800 nm [6,19,26].

Kinetic experiments were also performed spectrophotometrically to
enumerate the aminophenol oxidation efficacy with this dicopper(II)
complex in presence of 2-AP in MeCN at 298 K [6,19,26]. 0.04 mL of
the complex solution with a constant concentration of 1 × 10–4 M was
added to 2 mL of 2-AP of a particular concentration (varying its con-
centration from 1 × 10–3 M to 1 × 10–2 M) to achieve the ultimate
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concentration of the complex as 1 × 10–4 M. The conversion of 2-
aminophenol to 2-aminophenoxazine-3-one was monitored with time at
a wavelength 434 nm (time scan) in MeCN [6,19,26,34,35]. To de-
termine the dependence of rate on substrate concentration, kinetic
analyses were performed in triplicate.

Column chromatography was employed to extract the product,
phenoxazinone in pure form from the catalytic oxidation of 2-AP.
Neutral alumina was used as column support and benzene-ethyl acetate
solvent mixture was treated as an eluant mixture in this chromato-
graphic separation. The oxidation product was found in high yield
(~77% for 1). 1H NMR spectral analysis helped to identify the species.
1H NMR data for 2-amino-3H-phenoxazine-3-one (APX), (CDCl3,
400 MHz,) δH: 7.62 (m, 1H), 7.44 (m, 3H), 6.47 (s, 1H), 6.39 (s, 1H),
6.28 (s, 1H). The identification of this phenoxazinone product was
further consolidated in ESI-Ms spectrometry from the appearance of
base peak at m/z 213.

2.6. Detection of presence of hydrogen peroxide in the catalytic oxidation of
2-aminophenol

To ensure the active participation of molecular oxygen in the course
of catalysis, the formation of hydrogen peroxide was checked based on
some previously reported literatures [34,35]. It is well known that
molecular oxygen in oxidative catalytic reactions may convert itself to
hydrogen peroxide or water as byproduct. In this course of oxidative
catalytic reaction, the solution was acidified with H2SO4 to reach the
pH of the solution at 2. After a certain time, an equal volume of water
was added to stop further oxidation. The phenoxazinone species were
extracted three times with dichloromethane. 1 mL of 10% solution of KI
and three drops of a 3% solution of ammonium molybdate were added
to the aqueous layer. The formation of I3− was monitored spectro-
photometrically to check the development of the characteristic I3−

band (λmax = 353 nm) which is assignable to the production of hy-
drogen peroxide.

2.7. Electro-chemical analysis

The electro analytical instrument, BASi Epsilon-EC for cyclic vol-
tammetric experiment in CH2Cl2 solutions containing 0.2 M tetra-
butylammonium hexafluorophosphate as supporting electrolyte was
used. The BASi platinum working electrode, platinum auxiliary elec-
trode, Ag/AgCl reference electrode were used for the measurements.

2.8. Computational details

All the computational calculations were performed using Gaussian
09 W Programme Suite [36] avoiding symmetrical restrictions. Em-
ploying density functional theory (DFT), all the ground state calcula-
tions were performed with widely used B3LYP computational model
and 6-311G basis set (for both metal and non-metallic elements) [37].
Initially, complex 1 was optimized in vacuum. Thereafter, to in-
corporate solvent effect, 1 was optimized in MeCN (ε = 35.668) em-
ploying integral equation formalism polar continuum model (IEFPCM)
[38] solvent model. Global minimum of each structures were confirmed
through stability calculations and IR frequency check-up with no ima-
ginary frequency. All the optimized structures were stable under the
perturbation considered. The images of frontier molecular orbitals
(FMOs) were extracted from corresponding check point files. For fur-
ther details of computational methods, readers might follow somewhere
else [39]. To compare the XRD structure and computationally opti-
mized structure visually, the structures were superimposed using
PyMOL 1.3 software package [40].

3. Results and discussion

3.1. Synthesis and formulation of the Schiff base (HL) and dicopper(II)
complex(1)

The reddish coloured Schiff base ligand, HL is synthesized by re-
fluxing o-anisidine with o-vanilin in ethanol medium. Single crystals of
the dicopper(II) complex are obtained by adding hydrated copper(II)
perchlorate to polydentate Schiff base ligand in 2:3 mol ratio in me-
thanol under slow stirring condition (Scheme 1). Different ratio be-
tween hydrated Cu(ClO4)2 and HL (1:1, 1:2) have also been applied to
prepare the single crystals to divulge the mode of coordination of the
Schiff base with Cu(II) ion. However no crystals are found. Different Cu
(II) salts like bromide, acetate and sulfate have been combined with the
polydentate Schiff base to prepare Cu(II) complexes of varied dimen-
sion and nuclearities but remains unsuccessful. This copper compound
shows good solubility in common polar solvents as such methanol,
acetonitrile, dichloromethane etc. This synthesis of Cu(II) complex may
be successfully done using methanol-dichloromethane or methanol–a-
cetonitrile medium.

NH2
OCH3

CHO
HO

H3CO
Reflux, 8h

N
H

HO

H3CO

H3CO
EtOH

CH3CN+MeOH

Cu Cu
N
O

NO O

N
O O

O O

O

O

Cu(ClO4)2.6H2O

Scheme 1. Synthetic route for the formation of 1.
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3.2. Description of crystal structure

X-ray structural analysis exhibits that the dinuclear copper(II)
complex crystallizes in orthorhombic system with Pbca space group.
Very interestingly, in this dinuclear copper(II)-Schiff base complex,
each of the copper(II) centres adopts different coordination geometry –
octahedral and square planar geometries. An ellipsoidal diagram of 1 is
shown in Fig. 1. The structural refinement parameter for this Cu(II)-
Schiff base complex is specified in Table 1. The bond angles as well as
bond distances are given in Table S1. Three units of HL in coupling with
two Cu(II) ions produce a monocationic dicopper(II)-Schiff base com-
plex and the cationic charge is satisfied by perchlorate ion in the sec-
ondary zone of coordination. HL may be considered as a tetradentate
chelator for consisting of four donor centres in its structure although it
only coordinates using three donor centres and behaves as a flex-
identate ligand system. The square planar geometry for Cu1 centre in 1
deviates slightly from ideal square planar geometry and it is evident
from the measurements of bond angles (Table S1) [32]. The origin of
distorted square planar geometry may be assigned to the presence of
bond constraints in Schiff base ligand during coordination to copper
ion. The Cu2 centre in 1 adopts a distorted octahedral geometry. The
equatorial plane of the octahedron is effectively formed by the donor
groups (O1, O2, N3, O4) those are closer to the Cu(II) center while the

two oxygen atoms (O3,O8) are placed at longer distance giving a dis-
torted octahedron (Fig. 1). This tetragonally flattened octahedral geo-
metry of Cu2 centre about Z axis with two shorter and four longer
bonds is caused by Jahn-Teller distortion and formally called as Zin
distortion [33]. Cu1 and Cu2 centres in the dinuclear copper(II) com-
plex are interconnected by µ1,1-type phenoxo bridges with a separation
distance of 3.182 Å.

The dicopper(II)-Schiff base complex is optimized in vacuum for
ground state employing unrestricted density functional theory (DFT) and
optimized structure is shown in Fig. S7. The DFT optimized structure is
correlated with XRD structure to reveal the degree of similarity in struc-
tural connectivity and coordination geometries of copper(II) centres. The
DFT computed geometrical parameters for the dicopper(II)-Schiff base
complex are listed in Table S1. These bond lengths and bond angles data
exactly reproduced the XRD data. These observations provide additional
support in favour of the geometrical orientation of the ligand around the
metal centres. Additionally, superimposition of the XRD structure (orange,
Fig. S8) with DFT optimized structure (violet, Fig. S8) is performed using
PyMOL 1.3 software [40]. The DFT optimized structure exactly re-
produced the XRD structure which stands with the diverse coordination
motif of Cu(II) at two different position within 1. The crystal structure
exhibits same degree of coordination linkages between Cu(II) and HL and
coordination geometries of each of the copper(II) centres in dicopper(II)-
Schiff base complex.

3.3. Hirshfeld analysis of dicopper(II) complex

Hirshfeld surface of Cu(II) complex (Fig. S9) over a definite dnorm has
been calculated using Crystal Explorer software. The calculated surface
volume is found as 963.85 Å3 and surface area is determined as 687.91 Å2.
The red highlighted area shows the dnorm area and close non-covalent
interactions of 1 with its surrounding analog within the 3D crystal. Per-
centage share of each element in close interaction with others is given in
Table S2. In this dnorm, the blue area is showing the weak π…π interactions
between aromatic rings of the ligands and most of area remains white
which means there is no interaction. Red area presents weak CeH⋯O
hydrogen bonding between CeH of benzene ring and O of ClO4. This
molecule is interacted by surrounding molecules through CeH⋯O hy-
drogen bond, CeH⋯π and π⋯π interactions as display in Fingerprint plots
(Fig. 2). Quantitative information of different intermolecular interactions
by each pair of elements is given in Table S2. In the fingerprint plot, the
direction of interaction is towards weak interactions employing hydrogen
atoms (inside and outside of hirshfeld surface centre peak) and carbon
atoms of CeH⋯π interactions.

3.4. Solution property of the Schiff base and dicopper(II) complex

The electronic spectra of the Schiff base and its Cu(II) complex are
recorded in acetonitrile medium (MeCN) from 200 to 900 nm at room
temperature. The Schiff base, HL displays high intensity electronic
bands at 278, 340 nm and a broad band at 460 nm while the dicopper
(II)-Schiff base complex exhibits electronic transitions at 240, 293 and
400 nm. The optical bands for HL & 1 are displayed in Fig. S2. The
highly intense electronic bands at 278, 340 nm in UV region for HL are
assignable to π → π* and n → π* electronic transitions of ligand
chromophore, however the development of optical band at 460 nm is
assignable for charge transition of ligand origin [41]. The 3A2g(F) →
3T2g(F) transition that commonly appears above 700 nm is missing for
this dicopper(II) complex [42]. The absorption at 400 nm corresponds
to charge transfer transition and can be assignable to phenoxo to Cu(II)
ion electron transfer transition [42b,42c]. The highly intense electronic
bands at 240 and 293 nm for 1may be attributed to π → π* and n → π*
electronic transitions of ligand chromophore [41].

ESI-Ms spectra of HL and its Cu(II) compound is also measured in
MeCN medium and the spectra are presented in Figs. S5 and S6. Pre-
sence of molecular ion peaks at m/z 258.6663 and 894.2371 for HL and

Fig. 1. An ORTEP plot of dicopper(II)-Schiff base complex with 30% ellipsoid
probability (H atoms are removed to enhance clarity).

Table 1
Crystallographic data and structure refinement parameters for 1.

Parameters 1

Empirical formula C45H42N3O13C1Cu2
Formula weight 995.34
Temperature (K) 100
Crystal system Orthorhombic
Space group Pbca
a (Å) 20.6993(10)
b (Å) 15.1138(9)
c (Å) 26.913(2)
Volume (Å3) 8419.6(9)
Z 8
ρ (gcm−3) 1.571
μ (mm−1) 1.146
Temperature (K) 100
F (0 0 0) 4096
Rint 0.088
θ ranges (°) 2.5–25.0
Number of unique reflections 7402
Total number of reflections 40,939
Final R indices 0.0685, 0.2393
Largest peak and hole (eÅ−3) 1.19, −1.24
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1 justify the molecular integrity of the compounds in solution phase.
The experimental m/z values agree very well with the calculated values
of molecular mass for both the compounds.

The electrolytic nature of the dicopper(II) compound has also been
examined through recording molar conductance values in MeCN
medium at room temperature. The molar conductance values for

Fig. 2. Fingerprint plot of dicopper(II)-Schiff base complex.
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1.50 × 10–3 M solution of 1 produces 147 S m2 mol−1 which certainly
recommends the 1:1 electrolytic nature in MeCN medium. The elec-
trolytic nature of 1 is attributed for the existence cationic dicopper(II)
species with counter anionic perchlorate ion [43].

The fluorescence behaviour of the ligand and the dicopper(II)
complex has been examined through recording of fluorescence spectra
in MeCN medium and presented in Fig. S10. The Schiff base exhibits
moderate intensity in fluorescence behaviour while dicopper(II) com-
plex behaves as a non-fluorescent or poorly fluorescent compound at
room temperature. The quenching of fluorescence intensity for Schiff
base upon coordination of Cu(II) ion may be explained in terms of
spin–orbit coupling or heavy atom effect [44]. Previously, Rathod et al.
reported the similar kind of reduction of fluorescent intensity for highly
fluorescent fluorescein-based Schiff base upon incorporation of Cu(II)
ion in solution phase [44b].

To get an idea about the electronic transitions and molecular level
reactivity, energy of frontier molecular orbitals of 1 have been com-
puted and presented in Fig. S11. Electronic charge density of HOMO,
HOMO–1 and HOMO–2 are located majorly both on the ligand and
metal centres and electronic charge density of LUMO, LUMO+1 and
LUMO+2 are exclusively located on the ligand. Besides, the transition
energies or energy gap among the frontier molecular orbitals,
HOMO−LUMO, (HOMO−1)-(LUMO+1) and (HOMO–2)-(LUMO+2)
are calculated as 2.69 eV (525 nm), 3.42 eV (473 nm) and 3.95 eV
(435 nm) respectively. This transition energy values suggests the mo-
lecular level reactivity of the dicopper(II)-Schiff base complex.

3.5. Phenoxazinone synthase mimicking activity of the dicopper(II) complex
(1)

The 2-aminophenol oxidation activity by the dicopper(II) complex
(1) is examined using a model substrate 2-aminophenol (2-AP) under

the aerobic condition in MeCN at room temperature (25 °C) (Scheme 2).
To study the catalytic oxidation of 2-aminophenol, 1 × 10–4 M

solution of Cu(II) complex is added to a 1 × 10−3 M solution of 2-AP in
MeCN medium. The course of catalysis is monitored using UV–Vis
spectrophotometer. The time-dependent scan is recorded at a time in-
terval of 8 min for 2 h (Fig. 3). 2-AP in MeCN solution displays a single
band at 267 nm which is an indication for its pure form in solution. On
addition of dicopper(II) complex to 2-AP in MeCN, a new band at
434 nm with incremental absorbance is observed (Fig. 3) and con-
comitantly, solution in cuvette starts to turn brown. Appearance of this
new electronic band at 434 nm in presence of dicopper(II) complex is a
pure signature for the production of aminophenoxazinone species in
MeCN [6,26,45]. The controlled experiment was also carried out to find
out the role of Schiff base in this phenoxazinone synthase mimicking
activity using 2-AP in MeCN solvent under the aerobic atmosphere at
room temperature. Controlled experiment was also carried out using
catalytic amount of Schiff base in 2-AP under identical reaction con-
ditions (Fig. S12). Although, no considerable amount of growth for
phenpxazinone species is noted up to 3 h. The titration curves got sa-
turated after 1 h of catalysis by the dicopper(II) complex.

The details of kinetic investigations for the catalytic oxidation of 2-
AP were performed to realize the efficacy for this copper(II) catalyst.
The method of initial rates is followed to unveil the nature of kinetic for
this catalytic oxidation of 2-AP. The growth of phenoxazinone species
was monitored at 434 nm as a function of time (Fig. S13)
[6,19,26,34,35]. The plot of rate constants versus concentration of the
substrate displays the saturation kinetics (Fig. S13) where Michae-
lis–Menten equation looks to be appropriate (Fig. S13). The cata-
lyst–substrate adduct (CS) that decomposes in a second step to release
free catalyst (C) and product (P) is represented below.

The Michaelis–Menten equation may be written as:

=
+

V V S
S

[ ]
K [ ]

max

M

where, V is the reaction velocity (the reaction rate), Km is the

Scheme 2. Catalytic oxidation of 2-aminophenol by phenoxazinone synthase.

Fig. 3. Rise of optical band at 434 nm for the growth of APX in solution upon
addition of copper complex to 100 equivalents of 2-AP in acetonitrile medium.
(The spectra are recorded after every 5 min). Inset: Time vs Absorbance plot at
defined wavelength.

Table 2
Comparison of kcat (h−1) values for catalytic oxidation of 2-AP by reported
copper(II) compounds and 1.

Complex kcat (h−1) (Solvent) CCDC No Ref

[L1Cu(µ-Cl)2CuL1] 1065 (CH3OH) 1,572,023 [46]
213 (CH3CN)

[Cu4(L2)4] 86.3 (CH3OH) 1,507,035 [47]
[Cu4(L3)4] 340.26 (CH3OH) 1,507,036 [47]
[Cu4(L4)4] 1.21 × 105(CH3OH) 1,455,999 [48]
[Cu(µ-Cl)(Phen)Cl] 1.69 × 104(CH3OH) 1,524,680 [6]
[(CH3CN)Cu(Ls)2Cu]2+ 11.1 (CH3OH) 1,940,162 [49]
[Cu2(L)3]ClO4 78.14 (CH3OH) 1,957,033 This work

L1 = 2-(a-Hydroxyethyl)benzimidazole (Hhebmz), L2 = (E)-4-Chloro-2-
((thiazol-2-ylimino)methyl)phenol, L3 = (E)-4-Bromo-2-((thiazol-2-ylimino)
methyl)phenol, L4 = N-(2-hydroxyethyl)-3-methoxysalicylaldimine.

Fig. 4. Left: Cyclic voltammogram of the dicopper(II) compound in anhydrous
DCM medium; Right: Cyclic voltammogram of the mixture of dicopper(II)
compound and 2-AP under molecular oxygen atmosphere in anhydrous DCM in
CH2Cl2 (0.20 M [N(n − Bu)4]PF6) at 295 K.
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Michaelis–Menten constant, Vmax is the maximum reaction velocity,
and [S] is the substrate concentration.

The values of kinetics parameters were determined from Michaelis-
Menten approach of enzymatic kinetics 1 as Vmax
(MS−1) = 2.17 × 10−6; KM = 4.40 × 10−4 [Std. Error for Vmax (MS-
1) = 1.17 × 10−7; Std. Error for Km (M) = 1.40 × 10−5].

A comparison of phenoxazinone synthase reactivity is drawn be-
tween this dicopper(II) complex and some other reported copper(II) and
presented in Table 2 [46–49]. The catalytic efficiency for 1, kcat/
KM = 1.77 × 105 towards catalytic aminophenol oxidation is also
encountered as high.

Electrochemical and electron paramagnetic resonance (EPR) ana-
lysis are also carried out to cope the catalytic efficiency of the dicopper
(II) complex towards the catalytic oxidation of 2-AP in acetonitrile
medium. The electrochemical behavior is recorded in dichloromethane
medium at 298 K using cyclic voltammetry. N-tetrabutylammonium
hexafluorophosphate is used to record the electrochemical data under
aerobic condition and presented in Fig. 4. The electrochemical data in
reference with ferrocenium/ferrocene (Fc+/Fc) couple are summarized
in Table S3. This dicopper(II)-Schiff base complex exhibits one irre-
versible cathodic wave at −1.40 V which is assignable to electron

transfer in Cu2+ to Cu+ redox couple in solution phase. Another irre-
versible peak is appeared at 0.0095 V which may probable for the de-
position of Cu. The active participation of copper(II) centre in catalytic
oxidation of 2-AP is confirmed by measurement of redox potentials of
Cu(II) complex in presence of 2-AP under identical reaction conditions.
The mixture of dicopper(II) complex in presence of 2-AP produces ir-
reversible anodic peak at 0.134 V which strongly suggest the oxidation
of 2-aminophenol to iminoquinone (Fig. 4). To view more insights of
this dicopper(II) complex mediated oxidative coupling of 2-AP, EPR
spectra of the Cu(II) complex in presence and absence of 2-AP are re-
corded in MeCN medium. The EPR spectrum of dicopper(II) complex
(1) with X-band frequency at room temperature in MeCN medium
displays silent nature of spectral profile and suggests the possibility of
phenoxo-bridged magnetically coupled copper(II) centres through an-
tiferromagnetic interactions. Bond angle measurements [∠Cu2-O1-Cu1,
107.66°; ∠Cu2-O2-Cu1, 95.82°] and literature reviews recommend
further about the dominance of antiferromagnetic interactions between
the copper(II) centres [13–15]. The EPR spectral analysis of the copper
complex in presence of 2-AP in acetonitrile medium at room tempera-
ture strongly suggests the generation of radical species for the ap-
pearance of additional signal at g ca 2.057 (Fig. 5). The reported g value
for oxidised 2-AP radical (iminobenzoquinone) is 2.0051 in 10−1 M
Bu4NPF6 [6,10,26].

Furthermore, electrospray ionization (ESI) mass spectrum of the
dicopper(II)-Schiff base complex in presence of 2-AP is recorded after
mixing of 15 mins to reveal the binding aspects of the dicopper(II)
complex and 2-AP in MeCN medium. It is observed that the ESI-Ms of
the reaction mixture (Fig. S14) exhibits the base peak at m/z 214.56
which is attributed to the existence of aminophenoxazinone compound,
[(2-amino-3H-phenoxazine-3-ones) + H+] in the solution. Further-
more, another characteristics peak at m/z 1004.6951 is defined as the
binding adduct between dicopper(II)-Schiff base complex and 2-AP,
[[1+(2-AP)] + H+]. It is supposed to consider that square planar
copper centre facilitates the formation of adduct with 2-AP for its ex-
istence in less hindered coordinative environment. In this context, to
view the chemical fate of molecular oxygen during the course of

Fig. 5. X-band EPR spectra of the dicopper(II)-Schiff base in presence of 2-AP
after 20 min in CH3CN solution at 298 K.

Scheme 3. Plausible mechanistic pathways for the catalytic oxidative coupling of 2-AP by this dicopper(II) complex.
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phenoxazinone mimics activity, the production of hydrogen peroxide
has been examined following a reported procedure [34,35]. The pro-
duction of hydrogen peroxide (Fig. S15) has been detected through rise
of spectral band at λmax 353 nm and this observation justifies the active
involvement of molecular oxygen in this course of catalysis.

Previously study by P. Chaudhury and co-workers [50] about the
bio-mimicking activities of the oxidation of 2-AP involving tetracopper
complex strongly recommends and accounts on an “on–off” mechanism
mediated via radical generation in active participation with the metal
centers favouring 6e oxidative coupling of substrate. Another renowned
scientist, T.P. Begley et al. [51] suggests the production of 2-amino-
phenoxazinone through a sequence of three consecutive 2e oxidation of
2-AP. The tautomerization reactions were the controlling unit in re-
generation of the 2-Ap during this course of catalytic oxidation reac-
tion.

Based upon important spectroscopic and electro-analytical methods,
it may be proposed that the oxidation coupling of 2-AP (Scheme 3)
undergoes through formation of catalyst-substrate intermediate (B1) in
the primary stage. Later on, the Cu2 centre activates molecular oxygen
(C) leading to production of hydrogen peroxide and iminobenzoqui-
none in the course of catalytic oxidation. Iminobenzoquinone under-
goes coupling with another 2-AP and leads to aminophenoxazinone
species.

To correlate the experimental observation, ground state geometries
of both the B1 and B2 molecular adducts were optimized computa-
tionally and presented in Fig. 6. The potential energy of B2 was found
to be slightly higher (E = −6223.82988265 au) than B1
(E = −6224.43218979 au). The theoretical calculation strongly sup-
ports the formation of enzyme-substrate adducts (B1 and B2) and de-
noted that B1 might easily be converted into B2 by prevailing over
slight potential energy difference. Therefore, it could be stated that A
interacts with aminophenol to form B1 which might be converted into
B2. Then, B2 might interact with molecular oxygen to form C. Hence,
computational calculation moderately supports the plausible catalytic
pathways in the oxidative coupling of 2-AP (Scheme 3).

4. Conclusions

A new dinuclear copper(II) complex, [Cu2(L)3]ClO4 (1) has been
developed based on a Schiff base ligand. The structural geometry of the
dicopper(II) compound is confirmed principally by single crystal X-ray
diffraction study with routine analytical techniques. The copper(II)
complex crystallizes in orthorhombic system with Pbca space group. X-
ray structure of 1 reveals that HL behaves as a tridentate chelator to-
wards Cu(II) ion during chelation although HL is actually a tetradentate
chelating ligand. Moreover, three Schiff base units with two Cu(II) ions

build a dinuclear copper(II) complex through phenoxido bridges of
Schiff base ligands. Interestingly, two Cu(II) centres in 1 adopts hetero-
geometries (octahedral and square pyramidal) in 1. Evaluation of bio-
mimetic efficiency of the Cu(II) compound towards 2-aminophenol (2-
AP) as a model substrate in acetonitrile medium, it is observed that this
Cu(II) complex catalyzes the oxidative coupling of 2-AP to aminophe-
noxazinone species with a significant turnover number, 78.14 h−1.
EPR, cyclic voltagram and ESI-MS strongly suggests the formation of
enzyme-substrate adduct which subsequently produces iminibenzoqui-
none and the course of bio-oxidative catalysis undergoes through ra-
dical species along with the development of aminophenoxazinone
species and hydrogenperoxide as products. Theoretical calculations
employing DFT supports the structural aspects and observed reaction
pathways of phenoxazinone synthase activity of the copper complex
very well. This compound represents an example where two hetero-
geometric copper(II) centres are co-existed through phenoxo bridged.
Magnetic aspect will be investigated in future and this compound may
be a suitable candidate to exhibit potential biological activity.
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Fig. 6. Ground state optimized geometries of B1 and B2 with corresponding potential energy values employing DFT/B3LYP/6-311G theoretical method.
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Appendix A. Supplementary data

Supplementary crystallographic data are available free of charge
from The Director, CCDC, 12 Union Road, Cambridge, CB2 1EZ, UK
(fax: +44-1223-336033; E-mail: deposit@ccdc.cam.ac.uk or www:
http://www.ccdc.cam.ac.uk) upon request, quoting deposition number
CCDC 1957033. Experimental information such FT-IR, UV-Vis, 1H & 13C
NMR, Fluoresecence spectra, computational optimized structure,
images of frontier orbitals, ESI mass spectra, rate vs. [substrate] plot,
Hirshfeld surface plot bond distance & bond angle parameters, redox
potential data etc are given here. Supplementary data to this article can
be found online at https://doi.org/10.1016/j.ica.2020.119468.
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Abstract                                                                                                                                                     

An oxido- and acetato-bridged tetranuclear iron(III) cluster, [Fe4
III(µ-O)2(µ-

OAc)6(phen)2(H2O)2](NO3)2·(H2O)3 (1), [OAc = acetate; phen = 1,10-phenanthroline] has 

been prepared in the crystalline phase. X-ray structural analysis of the compound reveals that 

all the Fe(III) centres in 1 adopt an octahedral coordination geometry and the tetra-iron(III) 

core exists in an unusual asymmetric conformation. Bond valence sum (BVS) calculations 

recommend the existence of all iron ions in the +3 oxidation state in the crystalline phase. The 

tetra-iron(III) cluster elegantly catalyzes the oxidation of 3,5-di-tert-butylcatechol (DTBC), 

viz. catecholase-like activity, with a good turnover number, kcat = 9.28  102 h-1 in acetonitrile 

medium. Spectrophotometric titration shows the existence of two distinct isosbestic points, 

which unanimously proves the rarely observed enzyme-substrate binding phenomenon in 

solution. Electrochemical analysis recommends the production of Fe(II)-semiquinone species 

in the course of the catalytic oxidation of DTBC. Furthermore, the same iron(III) cluster 

displays phosphoester cleavage activity towards the disodium salt of p-nitrophenylphosphate 

(PNPP) in aqueous-methanol medium with rate of 7.20  10-4 m-1. ESI-MS measurements of 

the tetra-iron(III) complex in the presence of PNPP indicate the formation of an 

organophosphorus intermediate in solution and solvent aqua molecules probably make a 

nucleophilic attack on the phosphorus centre, favouring the generation of the 

organophosphorus intermediate.

Keywords: Iron; X-ray structure; Electrochemistry; Catecholase activity; Phosphatase study
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1. Introduction
     In nature, emergent biological processes often utilize 3d metal-based coordination 

compounds as functional sites for facilitating highly selective bio-chemical reactions [1-5]. 

Due to this, paramount interest has been shown by synthetic coordination chemists to design 

and synthesize bio-inspired catalysts in the pursuit of selective bond activation and organic 

transformations [6-16]. Nowadays, coordination compounds comprising of earth abundant 

transition metal ions in combination with different (N,N) and (N,O) donor ligands have 

received significant attention for their potential applications in biological and  material science 

[17-24]. Iron is one of the most prevalent metal ions among the transition metal ions in living 

systems. The design of new catalytic systems based on abundant and inexpensive metal ions, 

particularly iron, for fundamental chemical transformations under environmentally benign 

conditions is an important paradigm in chemical synthesis [25-29]. In recent times, iron-based 

coordination compounds with varied nuclearities have shown unprecedented catalytic activity 

for different catalytic transformations of organic substrates [19,30-33]. Indeed, it has been 

demonstrated that the proper design of iron complexes by judiciously choosing ligands can aid 

in the development of novel catalysts [34-41].

      Iron clusters bring additional importance for advances in the avenue of magnetism for 

metallo-clusters. Hence, considerable attention has been paid to synthetic approaches which 

may produce polymetallic coordination cores with promising magnetic properties [19,28,29]. 

A literature survey indicates the impact as well as the importance of the magnetic properties 

corresponding to the design and preparation of such tetra-iron(III) clusters. Previously, A.K. 

Boudalis et al, M.W. Wemple et al and J.K. McCusker et al [42-44] synthesized a similar type 

of tetra-iron(III) cluster, keeping azides as terminal ions to the iron centres. Recently, we also 

prepared a similar tetra-iron(III) cluster with bipyridine ligands and different counter anions 

[19]. However, catalytic performance, in relation to bio-mimics, by tetra-iron(III) clusters is 

limited. Based on the invaluable contribution of iron centric coordination compounds ranging 

from heme proteins to iron-sulfur clusters and redox-enzymes in the living world and focusing 

on industrial importance, we have designed and structurally characterised an oxido-acetato-

mailto:icbbiswas@gmail.com


3

bridged tetra-iron(III)-phenanthroline cluster. Spectrophotometric titration shows the presence 

of two distinct isosbestic points in the course of the catalytic oxidation of DTBC and this 

remarkable phenomenon unanimously confirms the binding of the enzyme with the substrate 

in solution. Electrochemical analysis consolidates the production of Fe(II)-semiquinone 

species in the DTBC oxidation. This tetra-iron(III) cluster catalyzes the production of quinone 

species with a good turnover number, kcat = 9.28  102 h-1. This iron(III) cluster also effectively 

catalyses the cleavage of phosphoester linkages in PNPP and the rate of phosphatase activity 

is found to be as high as 7.20  10-4 m-1. Experimental observations and ESI-MS analysis 

suggest that solvent aqua molecules make a nucleophilic attack on the phosphorus centre and 

the course of the catalysis proceeds through the formation of an organophosphorus 

intermediate in solution. 

2. Experimental section
2.1. Preparation of the tetra-iron(III) cluster    

(a) Chemicals, solvents and starting materials

      High purity 1,10-phenanthroline (Lancaster, UK), iron(III) chloride hexahydrate (E. 

Merck, India), ceric ammonium nitrate (E. Merck, India) were purchased from commercial 

sources and used as received. All the other reagents and solvents were used of analytical grade 

(A.R. grade).

(b) Synthesis of the tetra-iron(III) cluster                                         

      An aqueous-acetic acid (40/60; v/v) solution (10 ml) of 1,10-phenanthroline (0.360 g, 2.0 

mmol) was added to an aqueous solution of hydrated FeCl3 (0.271 g, 1.0 mmol, 20 ml), 

followed by a solution of sodium acetate (0.164 g, 2.0 mmol). The reaction mixture was 

stirred slowly for 30 min, then solid ceric ammonium nitrate (CAN) (0.550 g, 1.0 mmol) was 

added and the resulting solution was stirred slowly for another 30 minutes. After that, the 

brown coloured solution obtained was filtered. The filtrate was kept in air for slow 

evaporation. After 12-15 days, a brown coloured compound (1) in the form of single crystals 

separated out. The tetra-iron compound was washed with hexane and dried in vacuo over 



4

silica gel. Yield of the tetra-iron compound: 0.207 g (76.4% based on the metal salt) 

Spectroscopic results for C36H44N6O25Fe4 (1); IR (KBr pellet, cm-1): 3379 (vOH), 1592 (vC=N), 

1498, 1471(vM(µ-OAc)), 1384(v(-NO3)); UV-Vis (1×10-4 M, λmax, nm, MeCN): 249, 299, 353, 521.

2.2. Physical measurements

        The infrared spectrum (KBr) was recorded with a FTIR-8400S SHIMADZU 

spectrophotometer in the range 4000–400 cm–1 with a KBr pellet. The 1H NMR spectrum was 

obtained on a Bruker Advance 300 MHz spectrometer at 25 °C. Ground state absorption and 

all spectrophotometric analysis were recorded with a JASCO V-730 UV-Vis 

spectrophotometer. The electrospray ionization (ESI) mass spectrum was recorded using a Q-

tof-micro quadruple mass spectrometer. The pH value of the solutions was measured using a 

Labman pH meter at room temperature. 

2.3. X-ray diffraction analysis

       Single crystal X-ray diffraction data of the oxido-acetato-bridged tetra-iron(III) complex 

was collected using a Rigaku XtaLABmini diffractometer equipped with a Mercury CCD 

detector. The data were collected with graphite monochromated Mo-Kα radiation (λ = 

0.71073 Å) at 100.0(2) K, using  scans. The data were reduced using Crystal Clear suite 2.0. 

[45] and the space group determination was done using Olex2. The structure was resolved by 

the direct method and refined by full-matrix least-squares procedures using the SHELXL-

2014/7 software package, using the OLEX2 suite [46,47]. 

2.4. Catecholase activity of the tetra-iron(III) cluster

       To examine the catechol oxidation activity of the iron(III) cluster, a 10−4 M solution of the 

tetra-iron compound in acetonitrile (ACN) medium was treated with 100 equiv. of 3,5-di-tert-

butylcatechol (DTBC) at room temperature under an aerobic atmosphere. Absorbance vs. 

wavelength (wavelength scans) of these solutions were recorded at regular time intervals of 5 

min in the wavelength interval 300–800 nm [48,49]. It may be noted that a control experiment 
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in the absence of this tetranuclear iron(III) catalyst was also performed, which showed very 

little development of the quinone species up to 6h in acetonitrile medium and thus can be 

ignored. Kinetic experiments were further performed spectrophotometrically with the iron(III) 

cluster and DTBC  in  ACN at 25 °C. A 0.04 ml solution of the tetra-iron(III) cluster, with a 

constant concentration of 1 × 10-4 M, was added to 2 ml of DTBC of a particular 

concentration (varying its concentration from 1 × 10-3 M to 1 × 10-2 M) to achieve an ultimate 

concentration of the tetra-iron(III) cluster of 1×10-4 M. The conversion of DTBC to DTBQ 

(quinone band maxima) was monitored with time at a wavelength of 400 nm (time scan) in 

ACN medium. The initial rate method [48,49] was applied to determine the rate constant 

value for each concentration of the substrate and each experiment was repeated thrice.

2.6. Electrochemical measurements

       A BASi Epsilon−EC electro-analytical instrument was used for the cyclic voltammetric 

experiment in CH3CN solutions containing 0.2 M tetrabutylammonium hexafluorophosphate 

as the supporting electrolyte. A BASi platinum working electrode, platinum auxiliary 

electrode and Ag/AgCl reference electrode were used for the measurements. The cyclic 

voltagrams were recorded for the tetra-iron(III) complex in the absence and presence of 

DTBC under molecular oxygen and molecular nitrogen atmospheres.

2.7. Phosphatase activity of the tetra-iron(III) cluster (1)

       The disodium salt of 4-nitrophenylphosphate (PNPP) was used as a standard substrate to 

study the hydrolytic cleavage of the phosphoesterase linkage of PNPP in aqueous methanolic 

medium following a reported procedure [50,51]. An initial screening of the hydrolytic 

tendency of the tetra-iron(III) cluster was performed until 2% formation of 4-nitrophenolate 

was reached, and then its kinetic data were collected. The hydrolysis rate of PNPP in the 

presence of the iron(III) cluster was measured by the initial rate method, keeping the 

incremental band intensity in the absorption fixed at 412 nm for the release of the 4-

nitrophenolate ion in aqueous H2O-CH3OH at 25 °C. For the wavelength scan, the spectrum 

was recorded on addition of the 1 × 10-4 M tetra-iron(III) complex solution to the 1 × 10-3 M 
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PNPP solution for 4 hours. A blank experiment with PNPP in the absence of the tetra-iron(III) 

complex under identical reaction conditions does not show any phosphatase activity.

          Kinetics experiments for the phosphoester cleavage study were carried out by 

monitoring the growth of the 4-nitrophenolate species at 412 nm as a function of time under 

the condition of excess substrate in the presence of the tetra-iron(III) complex, keeping the 

other parameters constant. The kinetic experiment was performed with a 1 × 10-4 M 

concentration of the tetra-iron(III) cluster and PNPP (varying the concentration from 1 × 10-3 

M to 1 × 10-2 M) in H2O-CH3OH, using a UV-Vis spectrophotometer. The visible absorption 

increase was recorded for a total period of 4 hours at 12 min intervals. All measurements were 

performed in triplicate. 

3. Results and discussion

3.1. Synthesis and formulation of the tetra-iron(III) cluster (1)

       The iron(III)-phenanthroline cluster was prepared by addition of 1,10-phenanthroline to 

hydrated ferric chloride, followed by a solution of sodium acetate and solid ceric ammonium 

nitrate (CAN) in aqueous-acetic acid solution. A control experiment was also carried out with 

the absence of CAN, under similar experimental conditions. It was observed that for the 

successful synthesis of this iron(III) cluster, the addition of CAN is a mandatory step. CAN 

helps to maintain the oxidation state of the iron ion, which facilitates the cluster formation of 

the iron ions by receiving molecular oxygen from the air and acetate ions in the presence of 

phenanthroline ligands in solution. CAN further supplies nitrate ions to stabilize the cationic 

tetra-iron(III) cluster in the crystalline state. The structural formulation of the iron(III) cluster 

is principally confirmed by X-ray diffraction analysis, along with different conventional 

spectroscopic methods. 

3.2. Description of the crystal structure 

      Single crystal X-ray structural analysis reveals that the iron(III) cluster crystallizes in the 

monoclinic crystal system, with the C2/c space group. Each of the iron(III) centres in this 

cluster adopts an octahedral coordination geometry. Furthermore, two oxido-linkages (µ3-O2- ; 
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O1, O2) in association with six end-to-end type symmetric acetato bridges remain the driving 

force in assembling the four Fe(III) ions in close vicinity and producing a dicubane geometry. 

The phenanthroline ligand, a bidentate end-capper, in combination with aqua molecules help 

to saturate the coordination number of the iron(III) centres in this cluster. The cationic charges 

of the iron(III) centres are compensated by two units of nitrate ions, while three aqua 

molecules are also observed as water of crystallization. The ORTEP diagram of this tetra-

iron(III) cluster is shown in Figure 1. The crystallographic refinement parameters, bond 

distance and bond angle data are tabulated in Tables 1 and S1 respectively.

       The Fe–O–Fe linkages exhibit high non-linearity and display angles ranging from 84.25 

to 134.40°. The Fe–μ3-O distances [1.831(3) to 1.954(3) Å] show some similarity as well as 

dissimilarity with previously reported iron complexes [8,30]. The association of the non-linear 

bridges with strong Fe–μ-O bonding has a great impact on the production of inter-metallic 

(Fe…Fe) spacings from 3.251 to 3.483 Å. The C–N and C–C bond lengths in the 

phenanthroline ligands are found in a similar range to the literature values [8,18,23,26]. 

            A comparison of the structural aspects is drawn between the crystal structures of the 

previously reported tetra-iron(III) cluster [Fe4
III(µ-O)2(µ-OAc)6(N3)2(phen)2].3MeCN and our 

tetra-iron(IIII) cluster, [Fe4
III(µ-O)2(µ-OAc)6(phen)2(H2O)2](NO3)2·(H2O)3 (Table S2). From a 

crystallographic point of view, the molecular weights, cell dimensions (a, b, c, α, β, γ), volume 

and space group symmetry are entirely different. The relative torsion angles are different in 

both cases. The cationic charges of the iron centres in the reported structure are internally 

compensated by oxides, carboxylates and azide ions. Our tetra-iron(III) structure has similar 

types of oxides and carboxylates as bridging units, however two counter anionic nitrate ions 

are also present to satisfy the cationic charges of the iron(III) ions. The reported structure has 

no counter anions, which makes it a non-electrolyte, whilst our structure is a 1:2 type 

electrolyte. Both the tetra-iron(III) clusters crystallize in the monoclinic system, but the space 

groups are found to be different, as P21/n and C2/c (Table S2). The structural core, [Fe4(µ3-

O)2(µ3-OAc)6]2+, for both the structures remain the same while the bridging linkages (oxido 
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and acetate bridges) are disposed in a slightly different arrangement in space. The solvents of 

crystallization are also different in the two structures.

Previously, it was observed by crystallography that [Fe4(µ3-O)2]8+ core species may exist with 

either bent (butterfly) or planar dispositions of the tetra-iron core of A and B conformations 

(Scheme 1). Another type of asymmetric conformation of type C, a hybrid of types A and B 

(Scheme 1), for such a tetrametallic core may also be possible. For this case, both the 

structures exhibit a type C conformation, which had been previously only been observed in 

limited examples (Table S2) [19,52,53]. 

Scheme 1. Different conformations of the [Fe4(µ3-O)2]8+ core

3.3. Bond Valence Sum (BVS) calculations

       Bond Valence Sum (BVS) [54] is a highly useful theoretical method to quantify the 

oxidation level of metal ions in cluster/normal compounds in solids by employing bond 

distance values determined from X-ray crystallography. We have applied this method to 

identify the oxidation level for the iron ions in our iron cluster. All the iron ions present in the 

iron(III) cluster are found to be at the +3 oxidation level. The details of the calculations for 

finding out the oxidation states of the iron ions are presented in Table S3. 

3.4. Catalytic oxidation of DTBC with mechanistic implications

      The catecholase activity of this tetra-iron(III) cluster has been investigated with a model 

substrate, 3,5-di-tert-butylcatechol in acetonitrile (ACN) medium. DTBC contains two bulky 

t-butyl groups in the aromatic ring. The low quinone-catechol reduction potential makes 

DTBC a model substrate which undergoes easy oxidation to the corresponding o-quinone, 

DTBQ (Scheme 2). DTBQ is a stable compound and exhibits a maximum absorption in the 

wavelength range from 380 to 420 nm [14,18,22,23,48,49]. 
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Scheme 2. Catalytic oxidation of DTBC to DTBQ in acetonitrile medium

The tetra-iron(III) cluster displays spectral bands at 249, 299, 353 and 521 nm in the 

electronic spectrum in acetonitrile medium. The high energy electronic bands at 249 and 299 

nm correspond to π-π* or n-π* electronic transitions of phenanthroline origin. The low energy 

broad optical bands at 353 and 521 nm (ɛmax = 1373 and 1227 M-1 cm-1 respectively) are 

assignable to O2˗→iron(III) charge transfers (LMCT). Previous scientific studies authenticate 

the characteristic electronic transitions for O2-→iron(III) species as ligand to metal charge 

transfer (LMCT) transitions in oxido-acetato bridged iron(III) complexes, which are located in 

the range 350-520 nm with ɛmax values of 930-1450 M-1 cm-1 [55-59].  

       The standard substrate, DTBC, displays an absorbance maximum at 284 nm in solution. 

Upon addition of the tetra-iron(IIII) cluster to DTBC, two new optical bands at 400 and 695 

nm are developed with incremental absorbance (Fig. 2) and concomitantly a spectral band at 

521 nm with a decrease in absorbance value is also observed during the spectrophotometric 

time scan.  The growth of optical band at 400 nm is a definite signature for the generation of 

o-quinone species, while the decrement of the electronic band at 521 nm recommends the 

possibility of depletion of metal bound semiquinone species in solution [60-62]. Moreover, 

the gradual development of a broad band at 695 nm is indicative of a LMCT for the iron-

catecholate adduct in solution [63-65]. Renowned scientist groups across the globe have 

explicitly proved the existence of dicatechoate adducts, metal bound quinone and ortho-

quinone species in the solution phase [60-65].

        Very significantly, two isosbestic points are observed at 469 and 550 nm during the 

course of the catalytic oxidation of DTBC (Fig. 2). The presence of isosbestic points, which 

are considered as reactive intermediates (ES1 and ES2), are rarely observed phenomenon in 

catechol oxidation studies. A few years back, we observed the existence of two isosbestic 

points in examining catecholase activity by a mono-iron(II) complex [18]. In a real sense, 
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limited examples are available where isosbestic points are observed during the course of 

catechol oxidation by iron complexes [8,18]. This experimental observation explicitly proves 

the catalytic transformation of DTBC to DTBQ under aerobic atmosphere and recommends 

the formation of DTBQ through enzyme-substrate binding. The produced DTBQ in solution 

was isolated by column chromatographic purification with hexane-ethyl acetate as the eluant 

mixture. The quinone was identified by 1H NMR spectroscopy (Fig. S1). 1H NMR (CDCl3, 

400 MHz) H, ppm: 1.17 (s, 9H), 1.22 (s, 9H), 6.14 (d, J = 2.4 Hz, 1H), 6.87 (d, J = 2.4 Hz, 

1H).

           The development of the quinone band was monitored at 400 nm as a function of time 

and illustrates saturation kinetics where the Michaelis−Menten model seems to be very 

suitable (Fig. S2). We considered the mechanism to involve the formation of a catalyst–

substrate complex (CS), which subsequently breaks down in a second step to form the free 

catalyst (C) and the product (P), as shown below. 

The above mechanism leads to the well known Michaelis–Menten equation: 

 where V is the reaction velocity (the reaction rate), Km is the Michaelis–Menten 

constant, Vmax is the maximum reaction velocity and [S] is the substrate concentration.

The Michaelis–Menten equation can be transformed into different form, namely the 

Lineweaver–Burk Equation (Double reciprocal plot; Fig. S2), which is one of the most widely 

used equations, employing the reciprocal of both sides of the above equation and leading to 

the equation as follows:

The kinetic parameters for the catechol oxidation by the tetra-iron(III) cluster are presented in 

V max

KM

[S]
V =

[S]+

V [S]
1 =

KM
V maxV max

. 1 + 1

C + S CS C+P
k1

k2

k3

k4

https://en.wikipedia.org/wiki/Michaelis%E2%80%93Menten_constant
https://en.wikipedia.org/wiki/Michaelis%E2%80%93Menten_constant
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Table 2. The turn over number (TON) was also determined to evaluate the catalytic efficacy 

for transformation of a maximum number of substrate molecules to product per catalyst per 

time unit. The turnover number (kcat) for the tetra-iron(III) cluster is kcat = 9.28102 h-1 in 

ACN. 

3.5. Electrochemical behavior of the Fe(III) complex in the presence of DTBC                                                                                     

           Electrochemical analysis was employed to find out the mechanistic perspectives of the 

catechol oxidation studies by this iron(III) cluster in anhydrous acetonitrile medium. The 

iron(III) cluster undergoes two successive one-electron quasi-reversible diffusion controlled 

reductions, showing two peaks at -1.36 and -1.52 V vs. Ag/AgCl, saturated KCl (Fig. 3, Table 

3). Chronocoulometry studies at a constant potential confirm that only one electron is 

involved in each reduction [66]. In this tetra-iron(III) cluster, two types of iron(III) centres are 

present where two Fe(III) ions are coordinated by a phenanthroline chelator (FeO4N2 

environment) and the other two iron centres have oxido, acetato bridges and coordinated aqua 

molecules in their primary zone of coordination (FeO6 environment). Thus, the two Fe(III) 

ions with the phenanthroline coordination in the tetra-iron(III) cluster are reduced to Fe(II) 

ions, thereby two waves are developed. The quasi-reversible nature of the reduction may be 

assigned to the greater stabilization of the Fe(II) ion in the presence of the phenanthroline 

ligand. The cyclic voltammogram of the tetra-iron(III) cluster in the presence of DTBC (Fig.3, 

Table 3) under molecular oxygen exhibits two reduction peaks at +0.153 and -0.314 V, along 

with three irreversible reduction peaks at -1.22, -1.35 and -1.510 V (Fig. 3, Table 3). The 

reduction peaks developed at -1.35 and -1.51 V are assignable to the reduction of the Fe1 and 

Fe2 centres in 1, although a small peak at -1.22 V probably indicates the reduction of 

molecular oxygen to peroxide. Other important peaks appearing at +0.153 V (quasi-

reversible) and -0.314 V (irreversible) focus on the production of semiquinone and quinone 

species in the reaction mixture. Previous investigations on the electrochemical nature of 

several quinones in organic polar media recommend that the peaks at +0.153 and -0.314 V 

appear solely for the development of semiquinone and quinone in the course of the catalysis 

[67, 68]. The electro-chemical behavior of the tetra-iron(III) cluster in the presence of DTBC 

under molecular N2 was also examined to reveal the oxidizing nature of the cluster.  Four 
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reversible peaks at -1.35, -1.7, -0.123 and -0.393 V (Fig. S3) are observed for the reaction 

mixture under the N2 environment. The first two peaks with, potentials of -1.35 and -1.7 V, 

are assignable to the reduction of two iron centres in the cluster, however the peaks at -0.123 

and -0.393 V authenticate the conversion of semiquinone to quinine and catechol to 

semiquinone, respectively (Fig. S3, Table 3).  These observations indicate that this iron(III) 

cluster can also behave as an oxidizer for the conversion of catechol to quinone in the absence 

of a molecular oxygen atmosphere. A literature survey also reflects that the tetra-iron(III) 

cluster shows a good catalytic efficacy towards the oxidative conversion of DTBC to DTBQ 

[1,2,17,18].

3.6. Phosphatase activity of the tetra-iron(III) cluster (1) and its mechanistic inferences

       Upon addition of a 10-4 M aq. methanolic solution of the tetra-iron(III) cluster to a 10-3 M 

PNPP solution, a new band with incremental absorbance at 412 nm is developed (Fig. 4). The 

rise of the optical band at max = 412 nm may correspond to the evolution of the 4-

nitrophenolate ion in solution during the course of the phosphatase activity [17,51,69]. The 

changes observed in the spectral features are displayed in Fig. 4. 

       The kinetic parameters are determined by employing the initial slope method. The initial 

first order rate constant, V (min-1) = 7.20×10-4 (Error = 1.89×10-5 ) is determined directly from 

a plot of the log[A/(A - At)] values versus time (Fig. 5) in this catalytic cleavage of PNPP. 

The nature of the plot maintains good linearity with R2 = 0.989. Control experiments were 

also performed to validate the non-catalytic role of phenanthroline, and experiments under 

similar reaction conditions are found to be non-responsive towards phosphoesterase activity of 

PNPP. A literature survey on the rate of catalytic phosphatase activity of iron complexes was 

made to compare the level of activity of this tetra-iron(III) cluster with previously reported 

compounds (Table 4) [69-71]. 

     The previous scientific observations helped us to unveil the mechanistic route for this 

phosphoesterase activity. Different modes of activation, namely Lewis acid activation, leaving 

group activation and metal-nucleophilic attack, including experimental observations, provide 

sufficient sources of information to propose a reasonable catalytic cycle of phosphoester 
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cleavage (Scheme 1) by this tetra-iron(III) cluster [72-75]. The presence of coordinated aqua 

molecules at the metal centres may also play a pivotal role in the phosphoester cleavage 

activity [76-78]. 

Scheme 1. Plausible catalytic cycle for phosphoester cleavage by the iron cluster

For this tetra-iron(III) cluster, at the primary stage, PNPP binds with the oxido-acetato-tetra-

iron(III) core. The existence of an iron cluster-PNPP adduct ([C18H23Fe4NO19P]+) is evidenced 

by the presence of a peak at 811.0634 m/z (Calcd. m/z 811.0121). The in situ development of 

organophosphorus intermediates is further confirmed by the appearance of the isotopic 

distribution pattern of the signal at m/z 827.0327 (Calcd. m/z 827.7221) and m/z 844.1074 

(Calcd. m/z 844.4124) (Fig. S4). Important peaks at m/z 827.0327 (Calcd. m/z 827.7221) and 
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m/z 844.1074 (Calcd. m/z 844.4124) represent the existence of reactive intermediates as 

molecular species, [C18H23Fe4NO20P]+ and [C18H24Fe4NO21P]+ respectively. The presence of 

such peaks in the ESI mass spectrum provides sufficient evidence for the nucleophilic attack 

by aqua molecules to the P atom of PNPP, which actually facilitates hydrolytic cleavage of 

PNPP. High spin iron(III) ions always exhibit super acidic behaviour and this property assists 

in the generation of the hydroxide ion, which probably remains the driving force. This 

phenomenon leads to the construction of an organophosphorus intermediate developed by the 

nucleophilic substitution reaction and simultaneous eviction of the 4-nitrophenolate ion. 

Finally, it gradually breaks down into the active form of the tetra-iron(IIII) cluster and 

phosphoric acid.  

4. Conclusion                                                                                                                                                                                                                      

      In this present work, we report the synthesis and structural characterization of an oxido-

acetato-bridged tetra-iron(III) cluster, [Fe4
III(µ-O)2(µ-OAc)6(phen)2(H2O)2](NO3)2(H2O)3 (1). 

Analysis of its X-ray structure reveals that the tetra-iron(III)-oxido core remains in a unusual 

asymmetric conformation, which will definitely enrich the molecular library of such a rare 

class of compounds. This iron(III) compound may be accessed as a precursor for facile 

incorporation of other monodentate ligands to iron(III) centres with the aim of achieving 

higher nuclearity iron clusters having good magnetic properties. The tetra-iron(III) cluster 

catalytically oxidizes  DTBC to DTBQ in acetonitrile medium with a high turnover number, 

kcat = 9.28  102 h-1. Spectroscopic detection of two distinct isosbestic points at 469 and 550 

nm in the course of DTBC oxidation recommends the formation of reactive intermediates, ES1 

and ES2, which are very limited in scientific studies on the catecholase activity of iron(III) 

complexes. The iron(III) centres in the iron cluster in the presence of DTBC form Fe(II)-

semiquinone and ortho-quinone species in solution, and this phenomenon is justified through 

electrochemical analysis of the iron cluster in the presence of DTBC under aerobic conditions. 

The rate of hydrolytic decomposition of the phosphoester linkage in the disodium salt of p-

nitrophenylphosphate (PNPP) in aqueous-methanol medium is found to be as high as 7.20  

10-4 m-1. ESI-MS measurements of the iron(III) cluster in the presence of PNPP proves that 
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aqua molecules undergo a nucleophilic attack on the phosphorus centre, proceeding through 

an organo-phosphorus intermediate at one of the iron(III) centres to produce the 4-

nitrophenolate ion. Bio-inspired catalysis by tetra-iron(III) clusters is very limited in the 

literature and these mimicking activities of the tetra-iron(III) cluster may be helpful in 

advancing investigations of this type to a good extent.

5. Supplementary data

           Crystallographic data are available free of charge from The Director, CCDC, 12 Union 

Road, Cambridge, CB2 1EZ, UK (fax: +44-1223-336033; E-mail: deposit@ccdc.cam.ac.uk or 

www: http://www.ccdc.cam.ac.uk) upon request, quoting the deposition number CCDC 

1939346 for the tetra-iron(III) complex.
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Table 1 Crystallographic data and structure refinement parameters for the tetra-iron(III) 

cluster 

Parameters         1

Empirical formula C36H44N6O25Fe4

Formula weight 1184.17

Temperature (K) 100

Crystal system Monoclinic

Space group C2/c

a (Å) 27.9634(14)

b (Å) 12.7441(6)  

c (Å) 27.6727(13)  

α, , γ  (º) 90, 104.878(5), 90  

Volume (Å3) 9531.1(8)

Z 8

ρ (g cm–3) 1.651  

μ (mm–1) 1.287

F (000) 4848

θ ranges (º) 2.7-32.9

Rint 0.086

Number of unique reflections 16607

Total number of reflections 57573

Final R indices 0.0984, 0.2993

Largest peak and hole (e Å-3) 5.17, -1.53
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Table 2. Kinetic parameters for the oxidation of DTBC catalyzed by the tetra-iron(III) cluster 

Complex   

    1

Vmax (M s-1)

 1.469  10-5

Km (M)

2.10  10-4

kcat( h-1)           Ref

9.28  102            Present

Std. Error: Vmax (M s-1) = 5.35  10-7 ; Km (M) = 1.55  10-5

Table 3.  Electrochemical data of the tetra-iron(III) complex in ACN 

Compound Ep,c (CV)(V) Redox processes

-1.36 Fe1(III)→Fe1(II)Tetra-iron(III) cluster (1)

-1.52 Fe2(III)→Fe2(II)

-1.22 O2 → O2
2-

-1.35 (-1.35 in N2)* Fe1(III)→Fe1(II)

-1.51 (-1.7 in N2)* Fe2(III)→Fe2(II)

-0.314 (-0.123 in N2)* DTBSQ→DTBQ

(semiquinone to quinone)

Tetra-iron(III) cluster (1)

in the presence of DTBC

+0.153 (-0.393 in N2)* H2DTBC→DTBSQ

(Cat to Semiquinone)

*CV value in parenthesis indicates the potential value obtained under an N2 environment

Table 4. Kinetic parameters for the hydrolysis of the phosphoester linkage in PNPP catalyzed 

by the tetra-iron(III) cluster in aqueous methanol

Complex   

       1

[Fe4(cpdp)2(phth)2(OH)2]

[Fe4(cpdp)2(terephth)2(OH)2]

[Fe4(HPBA)2(μ-OAc)2(μ-O)-

(μ-OH)(OH2)2]2+                                                                 

Vmax (M s-1)

 6.54  10-7

  6.83  10-9

 2.66  10-9

-

 

Km (M)

8.30  10-5

4.80  10-3

4.08  10-3

-

   kcat (S-1)           Ref

6.44  10-3           Present

2.73  10-5            26

1.06  10-5            26

1.6  10-3               27
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{[(Fe2
III(μ-OAc))]L}+  - -   2.94  10-3             28

Std. Error: Vmax (M s-1) = 5.036  10-8; Km (M) = 3.634  10-6

Fig 1. X-

ray 
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structure of the cationic tetra-iron(III) cluster (1) with 30% ellipsoid probability. H atoms are 

removed for clarity

Fig 2. Rise of the DTBQ band at 400 nm upon addition of 1 (10-4 M) to 100 equivalents of 

DTBC in acetonitrile. The spectra were recorded after every 5 min.
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Fig 3. Left: Cyclic voltammogram of the tetra-iron(III) cluster in anhydrous acetonitrile 

media; Right: Cyclic voltammogram of the mixture of the tetra-iron(III) cluster and DTBC 

under a molecular oxygen atmosphere in anhydrous acetonitrile media.

Fig 4. Increase of the 4-nitrophenolate band at 412 nm after addition of the tetra-iron(III) 

cluster to 100 equivalents of PNPP in aq. methanolic solution. (The spectra were recorded 

after every 12 min). Inset: Time vs Absorbance plot at the defined wavelength
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Fig 5. Initial rate determination for phosphoester cleavage activity by the tetra-iron(III) cluster 

towards PNPP using a plot of time vs log[A/(A-At)] for the same solution
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Ir(III) complexes of 1-alkyl-2-(tolylazo)imidazoles (TaiR, 1; R = Me (a), Et (b), CH2Ph (c)), [Ir(TaiR)2Cl2](ClO4) (2) have been
synthesized. All the complexes have been characterized by elemental and spectral (IR, UV-Vis, Mass and 1H NMR) analysis.
The DNA binding property of the complexes has been studied by spectroscopic methods. Density functional theory (DFT) com-
putation technique has been performed to interpret the electronic structures and spectral properties of the complexes.

Keywords: 1-Alkyl-2-(tolylazo)imidazoles, DFT calculation, DNA binding study, Ir( III) complex, synthesis and characterisation.

Introduction
The study of interaction of transition metal complexes

with DNA has received much attention over the past few de-
cades because of its subsequent utility in the field of cancer
chemotherapy research1–16. DNA is the primary target of the
synthetic anti-tumor complexes17–19. The interaction of metal
complexes with DNA affects both replication and transcrip-
tion of DNA which ultimately leads to the cell death16. After
the discovery of anticancer activity of cisplatin, a large num-
ber of platinum metal complexes have been synthesized and
used against different tumor cells21–25. Narrow range of ac-
tivity, rapid development of drug resistance and nephrotox-
icity of platinum complexes limit their widespread use26,27

and enforce to explore safer complexes. Over the past few
years, an intensive effort has been dedicated to develop
metal-based drugs with improved clinical effectiveness, re-
duced toxicity and broader spectrum of activity28–35. Many
of them are very promising, and have already reached for
clinical trials31,32.

We have been engaged for the last several years to syn-
thesize arylazoheterocycles belong to azoimine function,
-N=N-C=N-, and this is isoelectronic to diimine (-N=C-C=N-)
function. The transition and nontransition metal coordination
chemistry of this ligand is studied by us36–43. These ligands
are pH-responsive, photochromic, redox active and exhibit
photo-electron communication and non-linear optical prop-

erty41–43. Recently we have become interested to study the
DNA-binding property of metal complexes44,45 and the
present work is the continuation of that. In this article, the
synthesis and the spectral characterization of iridium(III) com-
plexes of 1-alkyl-2-(tolylazo)imidazoles are described. The
DNA binding ability of complexes is established by absorp-
tion and fluorescence spectroscopic studies and the elec-
tronic properties are correlated with DFT calculation.

Experimental
Materials and physical measurements:
IrCl3.3H2O was procured from Arora Matthey, India. The

required solvents and NaClO4 were purchased from E. Merck,
India. The ligands, 1-alkyl-2-(tolylazo)imidazoles (TaiR, 1)
used in this work were prepared by reported procedure46.
Chemicals used for syntheses were of analytical grade. Spec-
troscopic grade solvents obtained from Lancester, UK were
utilized for spectral studies.

Caution! Perchorate salts are generally explosive. Al-
though no detonation tendencies have been observed, care
is advised and handling of only small quantities recom-
mended.

Microanalyses (C, H, N) were carried out with Perkin-
Elmer 2400 CHN elemental analyzer. Spectroscopic mea-
surements were studied using the following instruments: UV-
Vis spectra, Lambda 25 Perkin-Elmer; the IR spectra, Perkin-
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Elmer L120-00A FTIR spectrophotometer (KBr disk); 1H NMR
spectra in CDCl3, Bruker 300 MHz FT-NMR spectrometers
in presence of TMS as internal standard.

Synthesis:
The following common procedure was used to synthesis

all the complexes. Yield varied 60–70%.
Synthesis of [Ir(TaiMe)2Cl2](ClO4) (2a):
The mixture IrCl3.3H2O (150 mg, 0.425 mmol) and 1-

alkyl-2-(tolylazo)imidazoles (TaiMe) (175 mg, 0.85 mmol) in
methanol was refluxed for 8 h under stirring condition and
was allowed to cool to room temperature. Then addition of
saturated aqueous solution of NaClO4 afforded a brown pre-
cipitate. The product was filtered, washed with methanol and
ether, and dried under vacuum. The dried product was dis-
solved in dichloromethane and was subjected to chromato-
graphed. A brown band was eluted with acetonitrile-toluene
(1:3, v/v). The evaporation of the solution afforded analyti-
cally pure product 2a. Yield was 242 mg (61%).

Anal. Calcd. for [Ir(TaiMe)2Cl2](ClO4) (2a): C, 34.62; H,
3.15; N, 14.69. Found: C, 34.56; H, 3.19; N, 14.62%. TOF-
MS: m/z 663.88 (M-ClO4

–)+, 628.5 (M-ClO4
–-Cl), 592 (M-

ClO4
–-2Cl). IR (KBr disk): N=N, 1368 cm–1; C=N, 1596 cm–1;

ClO4–, 1100 cm–1; Ir-Cl, 319. UV (max, nm (, M–1 cm–1),
CH3CN): 500 (4340), 421 (15034), 415 (15007), 272 (9900),
264 (11024).

Anal. Calcd. for [Ir(TaiEt)2Cl2](ClO4) (2b): C, 36.43; H,
3.54; N, 14.17. Found: C, 36.52; H, 3.47; N, 14.11%. TOF-
MS: m/z 690.86 (M-ClO4

–)+, 655.27 (M-ClO4
–-Cl). IR (KBr

disk): N=N, 1361 cm–1; C=N, 1597 cm–1; ClO4–, 1101 cm–1;
Ir-Cl, 318. UV (max, nm (, M–1 cm–1), CH3CN): 500 (5332),
421 (16368), 416 (16338), 272 (14084), 264 (15736).

Anal. Calcd. for [Ir(TaiCH2Ph)2Cl2](ClO4) (2c): C, 44.61;
H, 3.50; N, 12.25. Found: C, 44.55; H, 3.56; N, 12.17%. TOF-
MS: m/z 816 (M-ClO4

–)+, 781 (M-ClO4
–-Cl), 745 (M-ClO4

–-
2Cl). IR (KBr disk): N=N, 1362 cm–1; C=N, 1584 cm–1; ClO4–,
1100 cm–1; Ir-Cl, 322. UV (max, nm (, M–1 cm–1), CH3CN):
503 (6090), 408 (15764), 275 (10442), 267 (12174).

Computational methods:
All computations were performed using the Gaussian 09

program package45. The Becke’s three-parameter hybrid ex-
change functional and the Lee-Yang-Parr nonlocal correla-

tion functional (B3LYP) was used throughout this computa-
tion48. Elements except iridium were assigned a 6-31G ba-
sis set in our calculations. For iridium the Los Alamos effec-
tive core potential plus double zeta (LanL2DZ) basis set were
employed49. The geometric structures of the ligand and the
complexes in the ground state (S0) were fully optimized at
the B3LYP level. In all cases, vibrational frequencies were
calculated to ensure that optimized geometries represented
local minima. Using the respective optimized S0 geometries
we employed time dependent density functional theory (TD-
DFT) at the B3LYP level to predict their absorptions charac-
teristics50.

DNA binding study:
Preparation of the complex solutions for DNA binding

study:
The stock solutions of complexes (2 mM) were prerpared

in acetone free methanol and diluted with Tris-HCl buffer to
get required concentration before each set of experiments.

Preparation of calf thymus and pUC19 plasmid DNA:
The solution of calf thymus (CT) DNA (Bangalore Genei,

India) was prepared in 5 mM Tris-HCl/50 mM NaCl buffer,
pH 7.2 using deionised and sonicated HPLC grade water
(Merck). The CT-DNA used in the experiments was sufficiently
free from protein (UV absorption ratio A260nm/A280nm ~1.9).
The DNA concentration was determined with the help of its
extinction coefficient,  of 6600 M–1 cm–1 at 260 nm. The
DNA stock solution was stored at 4ºC and used within 4 days
after preparation.

Ethidium bromide (EB) stock solution preparation:
Ethidium bromide (EB) dust (Sigma-Aldrich, USA) was

dissolved in double distilled water at a concentration of 1
mM. Stored stocks (at 4ºC in dark) were diluted freshly be-
fore each experiment.

Absorption spectroscopic studies of the complexes in
presence of CT-DNA:

Absorption spectroscopic studies were done on a spec-
trophotometer (Perkin-Elmer, Lambda-25). The interaction
between the metal complexes and CT-DNA was observed
by adding increasing concentrations of CT-DNA (2 M to 20
M) to a fixed concentration of complex (40 M) and in-
creasing concentrations of complex (2 M to 20 M) to fixed
concentration of CT-DNA (100 M). After each addition, the



Sardar et al.: Synthesis, characterisation, DFT computation and DNA binding study of Ir(III)-dichloro etc.

841

DNA and complex mixtures were incubated at room tem-
perature for 15 min and scanned from 290 nm to 700 nm.
The self-absorption of DNA was eliminated in each set of
experiments. Each sample was scanned for a cycle number
of 2, cycle time of 5 s at a scan speed of 100 nm/min. Modi-
fied Benesi-Hildebrand51 plot was used for the determina-
tion of ground state binding constant between the complexes
and CT-DNA. The binding constant “K” was determined by
using the following relation:

A0/A = A0/Amax + (A0/Amax)×1/K×1/Lt

where A = A0 – A, Amax = maximum change in reduced
absorbance,

A0 = maximum absorbance of receptor molecules (with-
out any ligand),

A = reduced absorbances of the receptor molecules (in
presence of ligand),

Lt = ligand concentration.
Fluorescence spectroscopic studies of the complexes with

EB bound DNA:
Fluorescence spectroscopic studies of EB bound CT-DNA

with varing concentrations of the complexes (0–100 M) were
done by using by LS 55 Perkin-Elmer spectrofluorimeter at
room temperature (298 K). The EB bound CT-DNA was pre-
pared freshly before each experiment by treating with 10–5

M DNA solution with 10–5 M of EB solution and it was incu-
bated for 30 min.

The experiments was carried out with gradual addition of
the complexes (10 M) into EB bound DNA mixture, incu-
bated for 15 min and the fluorescence spectra were taken.
The excitation wavelength was 500 nm and the emission
spectra were scanned from 510 nm to 750 nm, spectral re-
sponse of 2 s, along with a scanning speed of 60 nm/min52.

The study is based on the competitive binding of the com-
plex to DNA by replacing EB from EB bound DNA and this is
observed by the quenching of the fluorescence intensity. The
fluorescence quenching of EB bound DNA is expressed by
the Stern-Volmer equation53,54

I0/I = 1 + KSV[Q] = 1 + kq0[Q]

where I0 and I are the fluorescence intensities of BSA in the
absence and in the presence of the quencher (i.e. the metal
complex), respectively, KSV is the Stern-Volmer quenching
constant, [Q] is the concentration of the quencher, kq is the

quenching rate constant of the biomolecule and 0 is the
average lifetime of the molecule in the absence of the
quencher. A linear I0/I vs [Q] plot indicates that a single type
of quenching mechanism is involved, either static or dynamic,
while a deviation from linearity suggests a mixed quenching
mechanism55.

Results and discussion
Synthesis and formulation:
1-Alkyl-2-(tolylazo)imidazoles (TaiR, 1; R = Me (a)

(Scheme 1: TaiR, 1; R = CH3 (a), CH2-CH3 (b), CH2Ph (c))
are N,N-bidentate chelator where N and N refer to
N(imidazole) and N(azo) donor centers respectively. The
ligand, TaiR reacts with IrCl3.3H2O in 2:1 mole ratio in metha-
nol under refluxing condition to result a red colour solution
which upon treatment with a saturated aqueous solution of
NaClO4 isolates a brown precipitate of [Ir(TaiR)2Cl2]ClO4 (2).
The composition has been supported by elemental analysis
and FAB mass data. The conductance of the complexes in
acetonitrile (M, 115–125 –1 cm2 mol–1) proposes 1:1 elec-
trolyte nature for them. [Ir(TaiR)2Cl2]+ can exist in five iso-
meric forms out of them three are cis-MCl2 (I-III, Scheme 1)
and two are trans-IrCl2 (IV and V, Scheme 1) configuration
(Scheme 1). Because of unavailability of good quality crys-
tals of 2 the spectral (UV-Vis, IR and 1H NMR, Mass) tech-
niques have been used to characterize the structure of the
compounds. The spectral characterization shows that the
configuration of the isolated complex 2 is cis-cis-trans (cct)
fashion with respect to N(imidazole), N(azo) and Cl respec-
tively.

Spectral characterization:
The FT-IR spectra of the complexes have been studied

in KBr disc. The azo (N=N) and imine (C=N) stretching fre-
quencies of the complexes are significantly shifted to lower
frequencies compared to free ligand values and appear at
1361–1368 cm–1 and 1584–1597 cm–1 respectively46. The
lowering of these frequencies establishes the coordination
of ligand to the metal centre through azo (-N=N-) and imine
(-C=N-) nitrogens. The IR spectra of the complexes also show
one Ir-Cl stretch at 318–322 cm–1 (Supplementary Material,
Fig. S1). This fact implies that two Ir-Cl bonds are similar
and proposes the trans-MCl2 type configuration for the com-
plexes. The presence of ClO4

– as a counter ion is observed
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at 1100 cm–1 along with a comparatively weak band at 625
cm–1.

The mass fragmentations by ESI-MS (QTOF) of the com-
plexes show expected fragmentation pattern. The spectra of
the complexes recorded (M-ClO4

–)+ ion peak as base peak
at (Supplementary Material, Fig. S2 ) m/z 664.88 for 2a,
690.86 for 2b and 816.12 for 2c.

The 1H NMR spectra of the complexes in CDCl3 recorded
the downfield shifting of proton signals compared to free
ligand data46 which may be the outcome of the electron with-
drawing effect of the coordinated iridium(III) (Table 1). The
imidazole proton, 4-H suffers maximum downfield shifting
by 0.5–0.6 ppm and appear as a broad singlet at ~7.6–7.8

ppm while 5-H suffers downfield shifting by 0.2–0.3 ppm and
appear at 7.26 ppm. These observations support the coordi-
nation of imine-N to the metal centre. The 1H NMR spectra
also recorded the appearance of every different type of pro-
tons of both the coordinated ligands of a complex at a same
 value. For example, the N(1)-CH3 protons of 2a appear as
singlet at 4.06 ppm and N(1)-CH2- protons of 2b and 2c ap-
pear as quartets at 4.52 ppm and 5.7 ppm respectively (Table
1 and Supplemetary Material, Fig. S3). This fact strongly in-
dicates that the two coordinated ligands of the each complex
are equivalent. Therefore, the expected geometry of isolated
isomer should be cis-cis-trans (cct) with respect to
N(imidazole), N(azo) and Cl respectively56–58.

Scheme 1. The ligands and the complexes.

Table 1. 1H NMR spectral data of Ir(III)-TaiR complexes in CDCl3 at 300 K
Compd.  (ppm) (J (Hz))

4-Ha 5-Ha 7, 11-Hb 8,10-Hb 9-Rc 1- CH3
c 1-CH2 (1-CH2)CH3

d Ph-H
Ir-TaiMe 7.59 7.26 7.83(7.2) 7.34(7.0) 2.43 4.06
Ir-TaiEt 7.63 7.26 7.89(7.2) 7.36(7.2) 2.47 4.52e(7.5) 1.53(7.0)
Ir-TaiBz 7.75 7.26 7.91(7.4) 7.39(7.2) 2.51 5.7c 7.26–7.61
aBroad singlet, bdoublet csinglet, dtriplet, equartet.
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The absorption spectra of the complexes in acetonitrile
solution (Fig. 1) shows one high intense transitions ( ~104

M–1 cm–1) at ~420 nm along with a weak at 500 nm ( ~103

M–1 cm–1) in the visible region and two moderately intense
transitions ( ~103 M–1 cm–1) within 265–275 nm in the UV
region. The high energy transitions (< 400 nm) region may
be assigned ligand centred transitions and those in the vis-
ible region (> 400 nm) may be regarded as metal-to-ligand

charge transfer transitions as these are not present in free
ligands. These assignments of absorption bands are further
discussed by TDDFT calculations.

DFT calculation and electronic structure:
As we have failed to determine the single crystal struc-

ture, a theoretical structure of 2b has been optimized in gas
phase to get information about the structural parameters.
The optimized structure is shown in Fig. 2 and the figure
showing that iridium(III) is surrounded by two Cl (trans to each
other) and four N (two azo-N and two imine-N from two coor-
dinated ligands) forming a distorted-octahedral coordination

Fig. 1. UV-Visible spectra of the complexes (2a, 2b and 2c) in aceto-
nitrile.

Table 2. Selected bond lengths (Å) and angles (°) for the
[Ir(TaiEt)2Cl2]ClO4 (2b) (from DFT calculation)

Bond length Theoretical Bond angle Theoretical
(Å) value (º) value
Ir(55)-N(1) 2.049 N(1)-Ir(55)-N(9) 76.10083
Ir(55)-N(16) 2.049 N(16)-Ir(55)-N(27) 76.10097
Ir(55)-N(9) 2.099 N(1)-Ir(55)-N(27) 176.20552
Ir(55)-N(27) 2.099 N(16)-Ir(65)-N(9) 176.20463
Ir(55)-Cl(22) 2.421 N(1)-Ir(55)-N(16) 101.75566
Ir(55)-Cl(23) 2.421 N(16)-Ir(65)-N(9) 106.21215
N(3)-N(9) 1.283 Cl(22)-Ir(55)-Cl(23) 176.84603
N(26)-N(27) 1.283

Fig. 2. Optimised structure of [Ir(TaiEt)2Cl2]ClO4 (2b).



J. Indian Chem. Soc., Vol. 97, June 2020

844

environment. The relevant bond parameters are given in Table
2. These theoretical bond parameters show good agreement
with the reported values44,59.

The energy and the composition of some selected mo-
lecular orbitals are given in the Supplementary Material, Table
S1 and surface plots of some frontier orbitals are shown in
Fig. 3.

The energies of HOMO and LUMO are –8.65 eV and
–6.07 eV respectively. The highest occupied molecular or-
bital, HOMO is composed of 41% ligand, 31% Cl and 28%
metal. The occupied frontier orbitals H-1, H-3, H-4 and H-5
are mainly constituted (65–95%) with ligand p orbitals while
in case of H-2, 68% contribution come from Cl and 25% con-

Fig. 3. Surface plots of some frontier orbitals of [Ir(TaiEt)2Cl2]ClO4 (2b).

tribution metal d-orbitals. The LUMO and L+1 are mostly de-
localized on ligand * orbitals (95%, and 91% respectively).
The LUMO+2 is constituted by metal (Ir, 50% ) and Cl (39%)
while LUMO+3 is carrying 52% metal and 39% Cl contribu-
tion.

To gain an insight about the nature of electronic transi-
tions and to explain the electronic spectra, the TD-DFT cal-
culations were performed. The experimental spectrum of 2a
correlates well with the theoretical spectrum (Supplemen-
tary Material, Fig. S4). The experimental spectrum shows a
transition at 501 nm which appears at 510 in theoretical spec-
trum is mainly due to the transitions HOMO-1LUMO and
can be regarded as admixture of intraligand charge transfer
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transition, ILCT [Im, PhAzo] and chloride-to-ligand, (XLCT:
Cl Azo, Im) and metal-to ligand (MLCT: IrAzo) charge
transfer transitions (Supplementary Material, Table S2). The
transition in the experimental spectrum of 2b at ~420 nm is
result of the transitions HOMO-3, HOMO-6LUMO+1 and
is assigned to the transition mainly originated from ILCT [Im,
PhAzo]. The other transitions at shorter wavelengths are
mixture of ILCT [Im, PhAzo], XLCT [Cl Azo, Im], MLCT
[IrAzo] transitions.

Interaction of complexes with DNA:
Absorption spectroscopic studies of the complexes in

presence of CT-DNA:
The study of interaction of the complexes with CT-DNA

was observed by recording the changes in UV-Vis absorp-
tion spectra. Any change in absorption spectra due to the
mixing of DNA and complexes is the one of indication of in-
teraction between them60. Upon addition of increasing con-
centrations of complexes to 100 M CT-DNA (100 M), the
absorption of DNA at 260 nm was decreasing successively
and while the addition of increasing concentrations of CT-
DNA to fixed concentration of complexes recorded a steady
decrease in absorption with a slight red shift (Fig. 4 and
Supplementary Material, Figs. S5-6). Such changes in ab-
sorbance indicate the specific interaction between the DNA
and the complex molecules. In order to compare the binding
ability of the complexes, we have calculated the ground state
binding constant (Kb) between the complexes and DNA at

the absorption maximum of DNA by using modified Benesi-
Hildebrand (BH) plot (Fig. 4 and Supplementary Material,
Figs. S5-6). The calculated binding constants are 7.8×104

M–1 (2a), 5.296×104 (2b), and 3.44×105 (2c). These observed
values reveal a decreasing tendency of the binding constant
with the increasing size of the complexes which may be due
to the better interchalating ability of the smaller positive ions
into the adjacent base pairs of DNA. Thus the complex 2a
binds strongly with CT-DNA than the other complexes.

Fluorescence spectroscopic studies of the complexes with
ethidium bromide (EB) bound DNA:

To further verify the interaction of the complexes with DNA,
we studied the ability of the complexes to displace ethidium
bromide (EB) from EB bound DNA by fluorescence quench-
ing method. Either DNA or EB do not have fluorescence prop-
erty alone but being a fluorescence probe, EB emits intense
fluorescent light in presence of DNA due to its strong inter-
calation between adjacent base pairs. The studies showed
that the gradual addition of complexes to EB bound DNA
solution caused quenching in fluorescence intensity. The fluo-
rescence quenching of EB bound DNA upon gradual addi-
tion of complexes follow the classic linear Stern-Volmer equa-
tion (Fig. 5 and Supplementary Material, Figs. S7-8). The
Stern-Volmer quenching constants (Ksv) obtained from the
slope of the plot [Q] vs I0/I are 1.2935×104 M–1 (2a), 1.1×104

M–1 (2b) and 4.086×103 M–1 (2c). These values indicate the
strong interaction of the complexes with the DNA60,61. The

Fig. 4. (a) Absorption spectroscopic study of 40 M complex 2a with increasing concentrations of CT-DNA (0, 1, 2, 4, 6, 8, 10, 12, 14, 16, 18 and
20 M) respectively; (b) absorption spectroscopic study of CT-DNA (100 M) with increasing concentrations of complex 2a (0, 2, 4, 6, 8,
10, 12, 14, 16, 18 and 20 M) respectively; (c) modified Benesi-Hildebrand plot for the determination of ground state binding constant
between CT-DNA and rhodium complex 2a.
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apparent binding constant (Kapp) was also calculated from
the equation KEB[EB] = Kapp[complex], where KEB = 1.0×107

M–1, [EB] = 50 M; and [complex] is the concentration that
causes a 50% quenching of the initial EB fluorescence62.
The Kapp values of the complexes are 6.4035×105 M–1 (2a),
5.4426×105 M–1 (2b) and 2.11×105 M–1 (2c) which also sug-
gest the strong interaction between DNA and complex mol-
ecules60–62.

Conclusion
The Ir(III) complexes of 1-alkyl-2-(tolylazo)imidazoles have

been synthesized and characterized by elemental and spec-
troscopic techniques. The spectral characterization suggest
octahedral geometry for the Ir(III) complexes with cis-cis-trans
(cct) configuration respect to N(imidazole), N(azo) and Cl
respectively. Density functional theory (DFT) study interprets
the electronic structures and their spectral properties. The
DNA binding study by absorption and fluorescence spectro-
scopic methods show the DNA binding ability of the com-
plexes. The complex 2a binds most strongly while the least
binding ability was observed in case of complex 2c.

Supplemetary material
Supplemetary Material includes the energy and compo-

sition of the selected frontier molecular orbitals calculated
by DFT, electronic transition data from TD-DFT calculation,

1H NMR and IR spectra, and some figures regarding DNA
binding study.
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a b s t r a c t

[Rh(a-NaiR)2Cl2]ClO4 (2) (a-NaiR (1), 1-alkyl-2-(naphthyl-a-azo)imidazoles, R = Me (a), Et (b)) complexes
react with ArNH2 (where Ar = XAC6H4A, X = H (3), Me (4), Cl (5)) to synthesize the naphthyl appended
CAN fused bis-[1-alkyl-2-{(7-imidoaryl)naphthyl-a-azo}imidazole-N,N0 ,N00]rhodium(III)perchlorate
complexes [Rh(a-NaiRANAAr)2]ClO4 (3–5). The single crystal X-ray diffraction measurements of one of
the complexes, [Rh(a-NaiEtANAC6H5)2]ClO4 (3b), confirms the structure. The absorption spectra of the
complexes 3–5 show high intense broad multiple transitions at 650–800 nm compared to the transition
of the precursor 2 at 500 nm and DFT computations have assigned this transition to an admixture of LLCT
(ligand-to-ligand charge transfer, imidoaryl? azonaphthyl) and LMCT transitions. The cyclic voltammo-
gram shows a quasireversible oxidation at >0.8 V, which is assigned by DFT computation to oxidation of
the imidoaryl chelate, along with azo reductions at <�0.4 V.

� 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Transition metals have played an important role in organic syn-
thesis [1] and metal mediated CAX coupling reactions (CAC, CAN,
CAO, CAS etc.) are a success of this program [2–20]. The N atom is
a component of proteins and the amide bond (ACONHA) has sig-
nificance to living molecules; thus reactions involving CAN bond
formation underpin the inspiration of innovative chemical reac-
tions. Metal-catalyzed CAN coupling reactions have been consid-
ered as a promising synthetic tool under the green chemistry
protocol [4–12]. The coordination of organic molecules to metal
ions has provided a beautifully designed platform, stereochemical
orientation and electronic requirement of ligands that are respon-
sible for chemical reactions. It is observed that arylazoheterocycles
do not show any nucleophilic reaction in the free ligand state,
while metallated-arylazoheterocycles show easy reactions viz.,
hydroxylation [16,17], thiolation [18–20] and aryl-amination
[2–12] reactions. The coordination of an azoheterocycle to a metal
centre provides a chemical platform for holding the ligands in close
proximity, alters the electrophilic character of the ligand and

provides a fascinating route [13–15] for metal-assisted organic
transformation.

The pendant aryl group of an arylazoheterocycle in metal com-
plexes (e.g., Fe(III), Ni(II), Co(II), Rh(III), Ir(III), Pd(II), Pt(II) etc.)
shows a CAN coupling reaction with aromatic amines and has been
used to synthesize tridentate monoanionic N, N0, N00 (N: heterocy-
cle-N; N0: azo-N; N00: anilide-N) chelated complexes
[10,11,13,15,21–23]. Thus, the reaction is not at all metal ion speci-
fic; rather, the Lewis acid character of the metal ions increase the
acidity of the CAH bond at the ortho-position of the pendant aryl
ring; aromatic amines are being attracted by non-covalent forces
to the CAH function and may initiate substitution, followed by
CAN bond formation. The terminal oxidizing agent in the reaction
is air oxygen. The CAH activation of the naphthyl group of a naph-
thylazoimodazolyl-Rh(III) complex was reported by us in 2013
[24]. In this work, the Rh(III) mediated CAN coupling reaction of
the Rh(III)-coordinated 1-alkyl-2-(naphthyl-a-azo)imidazole (a-
NaiR) ligand with arylamine (ArNH2) is reported. The complexes
thus produced have been characterized by spectral data. The struc-
ture of one of the CAN coupled products has been established by a
single crystal X-ray diffraction study and the redox properties were
examined and have been correlated with theoretical calculations.

https://doi.org/10.1016/j.poly.2019.07.045
0277-5387/� 2019 Elsevier Ltd. All rights reserved.
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2. Experimental

2.1. Materials

RhCl3�3H2O was obtained from Arora-Mathy, India and used as
received. Triphenylphosphine, triethylamine and the solvents used
were obtained from E. Merck, India. The ligands used in this work
were 1-alkyl-2-(naphthyl-a-azo)imidazole (a-NaiR, R = CH3 and
CH2ACH3) (Scheme 1) and they were prepared by a reported pro-
cedure [24]. The chemicals used for the syntheses were of analyt-
ical grade and solvents were dried before use [25]. The solution
spectral studies were carried out with spectroscopic grade solvents
obtained from Sigma–Aldrich.

2.2. Physical measurements

Microanalytical data (C, H, N) were collected on Perkin-Elmer
2400 CHNS/O elemental analyzer. Spectroscopic data were
obtained using the following instruments: UV–Vis spectra, Perkin
Elmer Lambda 25; IR spectra, Perkin Elmer L120-00A FT IR spec-
trophotometer (KBr disk, 4000–225 cm�1); 1H NMR spectra, Bruker
(AC) 300 MHz FTNMR spectrometer. FAB-MS spectra were col-
lected on a Jeol-AX 500 instrument. The molar conductance was
measured using a Systronics conductivity meter, 304 model, using
ca. 10�3 M solutions in acetonitrile. Electrochemical measurements

were performed using a CHI 600 computer-controlled electro-
chemical workstation with Pt-disk electrodes. All measurements
were carried out under a nitrogen environment at 298 K with ref-
erence to the Ag/AgCl electrode in acetonitrile, using [nBu4N][ClO4]
as a supporting electrolyte. The reported potentials are uncor-
rected for junction potentials. The emissions were examined with
a LS 55 Perkin Elmer spectrofluorimeter at room temperature
(298 K) in acetonitrile solution under degassed conditions. The flu-
orescence quantum yield of the complexes was determined using
phenanthrene as a reference [26]. The complex and the reference
dye were excited at the same wavelength, maintaining nearly
equal absorbance (�0.1), and the emission spectra were recorded.
The area of the emission spectrum was integrated using the soft-
ware available in the instrument and the quantum yield was calcu-
lated according to the following equation:

/S=/R ¼ AS=AR½ � � Absð ÞR= Absð ÞS
� �� g2

S=g
2
R

� �
Here, /S and /R are the fluorescence quantum yield of the sam-

ple and reference, respectively. AS and AR are the area under the flu-
orescence spectra of the sample and the reference respectively,
(Abs)S and (Abs)R are the respective optical densities of the sample
and the reference solution at the wavelength of excitation, and gS
and gR are the refractive index values for the respective solvent
used for the sample and reference.

Scheme 1. The ligands (a-NaiR, 1), the complexes ([Rh(a-NaiR)2Cl2]+, 2), plausible isomers (I–V) and the CAN fused products ([Rh(a-NaiRANAAr)2]+, 3–5).
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2.3. Preparation of the complexes

2.3.1. Preparation of [Rh(a-NaiMe)2Cl2]ClO4 (2a and 20a)
RhCl3�3H2O (0.1 g, 0.315 mmol) and 1-methyl-2-(naphthyl-a-

azo)imidazole, a-NaiMe (0.149 g, 0.63 mmol) (1:2 mole-ratio)
were refluxed in methanol for 6 h; the mixture was left at room
temperature for slow evaporation to half of the original volume.
A saturated aqueous solution of NaClO4 was then added, which
afforded a brown precipitate. The product was collected by filtra-
tion, washed with methanol and ether, and dried under vacuum.
The dried product was dissolved in CH2Cl2 and subjected to chro-
matography. A brown band was eluted with an acetonitrile–
toluene mixture (1:5, v/v), whilst an orange band was eluted with
an acetonitrile–toluene mixture (1:3, v/v). A small amount of an
orange-red band was eluted with acetonitrile from the column
and this band has not been characterized. The yields were 0.12 g
(51%) for the brown isomer (2a) and 0.04 g (17%) for the orange
isomer (20a).

The other complexes of the series were prepared by the same
procedure.

2a. Microanalytical data, Found: C, 45.12; H, 3.27; N, 12.10%.
Calc. for C28H24N8O4Cl3Rh: C, 45.07; H, 3.22; N, 12.02%. MS(FAB)
m/z: 645 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 624(m),

1091(vs); m(N@N) 1370(s); m(C@N) 1556(w); m(RhACl) 333(w).
2b. Microanalytical data, Found: C, 46.50; H, 3.67; N, 14.87%.

Calc. for C30H28N8O4Cl3Rh: C, 46.54; H, 3.62; N, 14.84%. MS(FAB)
m/z: 673 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 625(m),

1092(vs); m(N@N) 1370(m); m(C@N) 1547(w); m(RhACl) 333(w).
20a. Microanalytical data, Found: C, 45.09; H, 3.25; N, 12.09%.

Calc. for C28H24N8O4Cl3Rh: C, 45.07; H, 3.22; N, 12.02%. MS(FAB)
m/z: 645 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 626(w),

1092(vs); m(N@N) 1348(s); m(C@N) 1561(m); m(RhACl)(w) 314,
331.

20b. Microanalytical data, Found: C, 46.57; H, 3.61; N, 14.87%.
Calc. for C30H28N8O4Cl3Rh: C, 46.54; H, 3.62; N, 14.84%. MS(FAB)
m/z: 673 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 624(m),

1101(vs); m(N@N) 1361(s); m(C@N) 1543(w); m(RhACl)(w) 312,
334. (w = weak; s = strong; vs = very strong; m = medium)

2.3.1.1. Conversion of the brown isomer (2a) to the orange isomer
(20a). The brown isomer (2a) was suspended in ethylene glycol
monomethyl ether (EGME) and heated to reflux for 4 h (conversion
was tested by TLC paper). It was then treated with a saturated
aqueous solution of NaClO4, affording an orange precipitate. The
products were collected by filtration, washed with methanol and
ether, and dried under vacuum. The dried product was dissolved
in CH2Cl2 and was chromatographed as before. A very small brown
band eluted with an acetonitrile–toluene mixture (1:5, v/v), fol-
lowed by an orange band with an acetonitrile–toluene mixture
(1:3, v/v). The yield was 90%.

2.3.2. Preparation of [Rh(a-NaiMeANAC6H5)2]ClO4 (3a)
2.3.2.1. From 2a (brown red isomer). To an acetonitrile solution
(20 ml) of [Rh(a-NaiMe)2Cl2]ClO4 (2a) (0.112 g, 0.15 mmol), aniline
(0.033 g, 0.35 mmol) and triethylamine (0.2 ml) were added and
the mixture was refluxed for 6 h under stirring conditions. The
red color of the solution gradually turned to green. Evaporation
of this solution gave a dark green solid, which was subjected to
purification by column chromatography in a silica gel column, pre-
pared in petroleum–ether (60–80 �C fraction). A green portion was
eluted with acetonitrile–toluene (1:3, v/v), which upon evapora-
tion afforded the analytically pure product 3a. The yield was
0.065 g (51%).

The other complexes were prepared by the same procedure. The
yields varied from 45% to 55%. 3a. Microanalytical data, Found: C,
56.19; H, 3.70; N, 16.35%. Calc. for C40H32N10O4ClRh: C, 56.17; H,

3.74; N, 16.38%. MS(FAB) m/z: 755(M�ClO4
�)+. FT-IR (KBr disc,

cm�1): m(ClO4
�) 626(m), 1095(vs); m(N@N)1349(s); m(C@N) 1537

(w).
3b. Microanalytical data, Found: C, 57.15; H, 4.07; N, 15.83%.

Calc. for C42H36N10O4ClRh: C, 57.11; H, 4.08; N, 15.86%. MS(FAB)
m/z: 783 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 626(m),

1089(vs); m(N@N) 1345(s); m(C@N) 1553(w).
4a. Microanalytical data, Found: C, 57.18; H, 4.01; N, 15.80%.

Calc. for C42H36N10O4ClRh: C, 57.11; H, 4.08; N, 15.86%. MS(FAB)
m/z: 783 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 623(m),

1100(vs); m(N@N) 1362(s); m(C@N) 1544(m).
4b. Microanalytical data, Found: C, 57.89; H, 4.51; N, 15.45%.

Calc. for C44H40N10O4ClRh: C, 57.99; H, 4.39; N, 15.37%. MS(FAB)
m/z: 811 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 624(m),

1093(vs); m(N@N) 1354(m); m(C@N) 1548(w).
5a. Microanalytical data, Found: C, 52.12; H, 3.34; N, 15.09%.

Calc. for C40H30N10O4Cl3Rh: C, 52.03; H, 3.25; N, 15.17%. MS(FAB)
m/z: 823 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 622(m),

1098(vs); m(N@N) 1368(m); m(C@N) 1543(m).
5b. Microanalytical data, Found: C, 53.09; H, 3.45; N, 14.80%.

Calc. for C42H34N10O4Cl3Rh: C, 53.02; H, 3.58; N, 14.73%. MS(FAB)
m/z: 851 (M�ClO4

�)+. FT-IR (KBr disc, cm�1): m(ClO4
�) 625(m) 1093

(vs); m(N@N) 1357(m); m(C@N) 1545(m); (w = weak; s = strong;
vs = very strong; m = medium).

2.3.2.2. From 20a (orange isomer). Aniline (0.033 g, 0.35 mmol) and
triethylamine (0.2 ml) were added to an EGME solution of 20a
(0.112 g, 0.15 mmol). The reaction mixture was refluxed for 5 h
under stirring conditions. The orange color of the solution gradu-
ally became green. Evaporation of this solution gave a dark green
solid, which was subjected to purification by column chromatogra-
phy as before.

2.4. X-ray diffraction study

Crystals were grown by slow diffusion of a dichloromethane
solution of 3b in hexane. Crystal parameters and refined data are
listed in Table 1. The data were collected with a fine focus sealed
tube at 298(2) K using a graphite monochromator Bruker Smart
CCD Area Detector (Mo Ka radiation, (k = 0.71073 Å). Unit cell

Table 1
Selected crystallographic data for [Rh(a-NaiEtANAC6H5)2]ClO4 (3b).

[Rh(a-NaiEtANAC6H5)2]ClO4 (3b)
Chemical_formula_sum C42H36ClN10RhO4

Chemical Formula weight 883.17
Crystal system triclinic
space group P 1

�

Unit cell dimensions
a (Å) 12.1941(18)
b (Å) 12.7781(18)
c (Å) 14.726(2)
a (�) 75.004(2)
b (�) 83.896(2)
c (�) 65.941(2)
V (Å3) 2023.9(5)
Z 2
DCalc (Mg m�3) 1.449
Absorption coefficient (mm�1) 0.543
Total reflection collected 14,596
Unique reflections (Rint) 7852
Refined parameters 524
Goodness-of-fit on F2 1.263
R (Fo)a [I > 2r(I)] 0.0669
wR (Fo)b [I > 2r(I)] 0.1124

a R = RjF0 � Fcj/RF0.
b wR = [Rw(F02 � Fc

2)/RwF0
4]1/2 where w = 1/[r2(F02) + (0.0263P)2 + 0.8373P], where

P = (F02 + 2Fc2)/3.
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parameters were determined from least-squares refinement of set-
ting angles with h in the range 1.43 � h � 26.06�. The hkl range was
�14 � h � 15; �15 � k � 15; �17 � l � 18. Reflection data were
recorded using the x scan technique. Data were corrected for Lor-
entz polarization effects and for linear decay. Semi-empirical
absorption corrections based on w-scans were applied. Data reduc-
tion was carried out with the Bruker SAINT program. The structure
was solved by direct method using SHELXS-97 [27] and successive dif-
ference Fourier syntheses. All non-hydrogen atoms were refined
anisotropically. The hydrogen atoms were fixed geometrically
and refined using the riding model. All calculations were carried
out using SHELXL-97 [27], ORTEP-32 [28] and PLATON-99 [29] programs.

2.5. Computational details

All computations were performed using the GAUSSIAN 09 program
package [30]. The Becke’s three-parameter hybrid exchange func-
tional and the Lee–Yang–Parr non-local correlation functional
(B3LYP) were used throughout this computation [31]. Elements,
except rhodium, were assigned to the 6-31G basis set in the calcu-
lations. For rhodium, the Los Alamos effective core potential plus
double zeta (LanL2DZ) basis set were employed [32]. The geomet-
ric structures of the ligand and the complexes in the ground state
(S0) were fully optimized at the B3LYP level. Geometry optimiza-
tion was carried out from the geometry obtained from the crystal
structure without any symmetry constraints. In all cases, vibra-
tional frequencies were calculated to ensure that the optimized
geometries represented local minima. Using the respective opti-
mized S0 geometries, we employed time dependent density func-
tional theory (TD-DFT) at the B3LYP level to predict their
absorption characteristics [33].

3. Results and discussion

3.1. Synthesis and formulation

The reaction of RhCl3�3H2O with a-NaiR (1) in methanol under
refluxing conditions isolated brown [Rh(a-NaiR)2Cl2]ClO4 (2) upon
adding NaClO4. The composition of this product has been sup-
ported by elemental analysis. The conductance measurement in
acetonitrile (KM, 120–140X�1 cm2 mol�1) suggests a 1:1 elec-
trolytic nature of the complexes. [Rh(a-NaiR)2Cl2]+ may exist in
five isomeric forms (Scheme 1); three have a cis-MCl2 (i–iii) and
two a trans-MCl2 (iv, v) configuration. On refluxing the brown com-
plex (2) in a high boiling solvent, like EGME, for a period of 4 h, an
orange colored product is isolated (20). We could not isolate good
quality crystals of 2 for X-ray diffraction studies and spectral
(UV–VIS, IR and 1H NMR, Mass; ESIy, Figs S1–S4) techniques have
been used to characterize the structure of the compounds. The
infra-red spectra of the brown isomer of [Rh(a-NaiR)2Cl2]ClO4 (2)
shows an intense band at 1095 cm�1, along with a weak band at
625 cm�1, that are assigned to m(ClO4) (ESIy, Fig. S1). A single weak
stretch for the brown isomer at 330 cm�1 is assigned to one m
(RhACl), while the orange isomer shows two m(RhACl) stretches
within the range 310–340 cm�1 in the complexes. This stretching
information sustains the trans-MCl2 and cis-MCl2 type configura-
tion for the brown and orange isomer, respectively. The sharp band
at 1400–1405 cm�1 corresponding to m(N@N) in the free ligand, is
shifted to 1365–1370 cm�1 in the complexes and the reason for the
lowering (�30–35 cm�1) of frequency characterizes the coordina-
tion of the azo-N atom to the Rh(III) ion. The FAB-MS spectra of
the complexes show the expected fragmentation patterns and
the (M�ClO4

�)+ (ESIy, Fig. S2) ion peak appears as the base peak.
This information establishes that the configuration of the isolated
complex 2 is the trans-MCl2 type, i.e. trans–cis–cis (tcc) fashion with

respect to Cl, N(imidazolyl) and N(azo) donors, respectively. Upon
refluxing in ethanol, the color of the solution changes from brown
to orange and converts to the cis–trans–cis (ctc) isomer, i.e. to a
cis-MCl2 type isomer (20). The cis-MCl2 type isomer has been
isolated and characterized by the spectral techniques.

On boiling the brown solution of 2 in acetonitrile in the
presence of ArNH2, a green product was isolated, which has been
identified as the amine coupled product, bis-[1-alkyl-2-{(7-
imidoaryl)naphthyl-a-azo}imidazole-N,N0,N00]rhodium(III) perchlo-
rate, [Rh(a-NaiRANAAr)2]ClO4 (3–5) (where Ar = XAC6H4A, X = H,
3; Me, 4; Cl, 5). The CAN fusion takes place at the ortho position
to the azo function in the pendant naphthyl ring of both the
coordinated a-NaiR ligands and forms Rh(III) complexes of
tridentate-N,N0,N00 chelating ligands (a-NaiRANAC6H5; N,N0,N00

refer to N(imidazolyl), N(azo) and N(anilide), respectively) [24].
The X-ray structure of [Rh(a-NaiEtANAC6H5)2]ClO4 (3b) confirms
the above observation (Fig. 1a). The CAN fusion reaction has been
also carried out directly with the orange isomer (20) and aniline
under refluxing conditions and a similar observation was recorded.
The infra-red spectra of 3 show a noteworthy shifting of m(N@N) to
lower frequencies by 50–60 cm�1 in the coupled products 3, with m
(N@N) occurring at 1340–1350 cm�1. The significant decrease in
the azo frequency may be due to charge delocalization from the
NAAr fragment to the azo function intramolecularly [21–24].

3.2. Molecular structure of [Rh(a-NaiEtANAC6H5)2]ClO4 (3b)

The molecular structure of bis-[1-ethyl-2-{(7-imidophenyl)-
naphthyl-a-azo}imidazole-N,N0,N00]rhodium(III)perchlorate, [Rh(a-
NaiEtANAC6H5)2]ClO4 (3b), is shown in Fig. 1a and relevant bond
parameters are given in Table 2. Two tridentate donor ligands con-
stitute the RhN6 coordination sphere, where the ligands bind in a
meridional fashion and their relative orientations with reference
to N(imidazolyl), N0(azo) and N00(anilido) are cis, trans and cis,
respectively. There are three pairs of RhAN bonds and among them
the RhAN(azo) [Rh(1)AN(1), 1.990(3); Rh(1)AN(2), 1.985(3) Å]
bonds are shorter than the RhAN(imidazolyl) [Rh(1)AN(3), 2.035
(3); Rh(1)AN(6), 2.056(3) Å] bonds and the RhAN(anilide) [Rh
(1)AN(4), 2.020(3); Rh(1)AN(5), 2.030(3) Å] bonds.

Thus, the coordination arrangement is distorted octahedral.
These experimental bond parameters of 3b also show good agree-
ment with the theoretical values (Table 2) and values reported in
the literature [15]. DFT computations of the two complexes 20b
and 3b have been performed with optimized geometries. The cal-
culated structures well reproduce the experimental structures. In

Fig. 1a. ORTEP diagram of Rh(a-NaiEtANAC6H5)2]ClO4 (3b).
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3b, the calculated RhAN distances are about 0.01–0.04 Å longer
than that of the experimental data, while the bond angles vary
by 0–1� (Table 2).

The packing view shows the presence of a p� � �p network among
three aromatic rings: the imidazolyl (Imz), naphthyl (Naph) and
anilideAphenyl (anilAPh) groups. The supramolecular interaction
generates a 1D chain (Fig. 1b). The Imz-A� � �Naph-B interactions
(Cg(6)� � �Cg(8), 3.64 Å) (A refers to one molecule and B refers to
the neighbouring molecule) and vice-versa, i.e. Imz-B� � �Naph-A,
generate a supramolecular dimer. The pendant naphthyl groups
(Naph) of the dimeric motif exhibit a p� � �p interaction (Cg(10)� � �
Cg(11), 3.54 Å) with a neighbouring partner to constitute the 1D
chain. Additionally, interactions between Imz and anil-Ph of neigh-
bouring partners (Cg(6)ACg(12), 4.262(8) Å) increase the robust-
ness of the network.

3.3. The solution spectral characterization

Methanol solutions of the complexes show multiple transitions
of moderately high intensity (e, 104 M�1 cm�1) in the range 250–
500 nm (Table 3). Complexes 3–5 show some transitions in the
longer wavelength region (650–800 nm), which are absent in 2
(Fig. 2 and ESIy, Fig. S3). The transitions in the UV region may be
assigned as intraligand transitions (ILCT) (pp* type) and those in
the visible region are probably due to metal-to-ligand charge

transfer (MLCT) transitions. However, the d-level splitting of 4d
and 5d-block metal ions in a high oxidation state is less acceptable
to interpret multiple charge transfer transitions. It is recom-
mended that the lower symmetry splitting of the metal level in
such mixed-ligand complexes may result from the mixing of sin-
glet and triplet configurations in the excited state through spin–or-
bit coupling [34]. Thus, high intense charge transfer transitions are
mostly applicable in these complexes.

The geometries of the ctc, cct, ttt and tcc isomers have been opti-
mized to compare the ground state energies and ligand orienta-
tions (Fig. 3); unfortunately the geometry of the ccc isomer failed
to converge. The calculations have revealed that the ttt isomer is
most stable, while under the reaction conditions, i.e., in boiling
methanol, the tcc isomer is stabilized by 13.2 kJ mol�1 more than
the cct isomer.

The orbital energies along with the contributions from the coor-
dinated ligands of 20b and 3b are tabulated in Table S1 (ESIy) and
Fig. 4 depicts the energy correlation diagram between 20b and
3b. The energies of the HOMO and LUMO of 3b are comparatively
higher (EHOMO = �7.51 eV; ELUMO = �5.16 eV; DE = 2.35 eV) than
those of 20b (EHOMO = �8.61 eV; ELUMO = �6.22 eV; DE = 2.39 eV)
and the energy difference between the HOMO and the LUMO is
slightly decreased on going from 20b? 3b. The compositions of
the MOs show the ligand dominating (70–95%), with a small con-
tribution from the metal component in 3b.

Table 2
Selected bond lengths (Å) and angles (�) for the complex [Rh(a-NaiEtANAC6H5)2]ClO4 (3b) (from X-ray and DFT calculations) and [Rh(a-NaiEt)2Cl2]ClO4 (20b) (from DFT
calculation).

[Rh(a-NaiEtANAC6H5)2]ClO4 (3b)

Bond lengths (Å) Experimental value Theoretical value Bond angles (�) Experimental value Theoretical value

Rh(1)AN(1) 1.990(3) 2.03 N(1)ARh(1)AN(3) 101.35(13) 99.53
Rh(1)AN(2) 1.985(3) 2.03 N(1)ARh(1)AN(4) 80.55(14) 80.37
Rh(1)AN(3) 2.035(3) 2.08 N(1)ARh(1)AN(5) 99.54(13) 100.88
Rh(1)AN(6) 2.056(3) 2.08 N(1)ARh(1)AN(6) 79.16(13) 79.21
Rh(1)AN(4) 2.020(3) 2.059 N(3)ARh(1)AN(4) 89.56(13) 90.37
Rh(1)AN(5) 2.030(3) 2.059 N(3)ARh(1)AN(6) 94.38(12) 92.45
N(1)AN(9) 1.317(4) 1.342 N(4)ARh(1)AN(5) 93.85(13) 93.98
N(2)AN(7) 1.337(4) 1.342 N(1)ARh(1)AN(2) 176.31(13) 178.21
N(6)AC(17) 1.330(5) 1.366 N(3)ARh(1)AN(5) 159.11(13) 159.57

[Rh((a-NaiEt)2Cl2]ClO4 (20b)

Bond lengths (Å) Theoretical value Bond angles (�) Theoretical value

Rh(1)AN(3) 2.135 N(3)ARh(1)AN(4) 77.49
Rh(1)AN(4) 2.023 N(3)ARh(1)AN(19) 102.69
Rh(1)AN(19) 2.135 N(3)ARh(1)AN(20) 103.08
Rh(1)AN(20) 2.023 N(3)ARh(1)ACl(35) 83.27
Rh(1)ACl(34) 2.412 N(4)ARh(1)ACl(34) 92.35
Rh(1)ACl(35) 2.412 N(4)ARh(1)AN(5) 87.12
N(2)AN(3) 1.312 N(20)ARh(1)ACl(34) 87.03
N(18)AN(19) 1.311 N(20)ARh(1)ACl(35) 92.40
N(4)AC(6) 1.359 N(3)ARh(1)ACl(34) 169.08
N(3)AC(38) 1.359 N(4)ARh(1)AN(20) 179.21

Fig. 1b. The p. . .p interactions of the complex [Rh(a-NaiEtANAC6H5)2]ClO4 (3b).
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To gain detailed insight into the charge transitions, TD-DFT cal-
culations were performed. The calculated absorption spectra of the
complexes are shown in Fig. S6 (ESIy) and the theoretical excitation
wavelengths and their assignments are given in Table S2 (ESIy). In

Table 3
UV–Visa, fluorescencea spectral data of the complexes.

Complex Absorptiona kmax (nm) (10�3e/M�1 cm�1) kex
(nm)a

kem
(nm)a

Quantum
yield (u)a

[Rh(a-NaiMe)2Cl2]ClO4 (2a) 478(14.37), 409(14.52), 305(13.02), 260(17.36) –
[Rh(a-NaiEt)2Cl2]ClO4 (2b) 489(19.88), 356(11.43), 265(41.48) –
[Rh(a-NaiMe)2Cl2]ClO4 (20a) 448(17.34), 381(14.99), 307(13.77), 260(21.04)
[Rh(a-NaiEt)2Cl2]ClO4 (20b) 461(23.41), 360(21.03), 274(50.12)
[Rh(a-NaiMeANAC6H5)2]ClO4 (3a) 790(12.89), 713(17.14), 573(13.02), 431(22.89), 346(41.15), 297(47.877) 297 343 0.0055
[Rh(a-NaiEtANAC6H5)2]ClO4 (3b) 771(13.28), 678(14.9), 431(19.45), 346(36.44), 295(42.13), 244(68.45) 296 344 0.0057
[Rh(a-NaiMeANAC6H4AMe-p)2]ClO4 (4a) 775(8.983), 713(12.56), 643(11.13), 503(18.24), 298(36.22), 253(64.72) 298 347 0.0056
[Rh(a-NaiEtANAC6H4AMe-p)2]ClO4 (4b) 770(10.16), 707(14.22), 635(12.37), 498(18.70), 300(33.60) 300 346 0.0059
[Rh(a-NaiMeANAC6H4ACl-p)2]ClO4 (5a) 812(9.32), 747(12.76), 677(10.15), 434(10.97), 383(13.70), 304(26.91), 260(36.53) 304 348 0.0051
[Rh(a-NaiEtANAC6H4ACl-p)2]ClO4 (5b) 815(13.4), 740(14.34), 678(9.47), 438(13.64), 389(16.70), 295(31.4) 295 346 0.0050

a In MeOH solvent; kex = Excitation wavelength, kem = Emission wavelength, u = Quantum yield.

Fig. 2. UV–Vis spectra of 2a and 3a; inset picture shows the fluorescence spectrum
of 3a.

Fig. 3. Optimized geometries and energies of the possible isomers of [Rh(a-NaiEt)2Cl2]ClO4, 2b.

Fig. 4. Energy correlation diagram between tcc-[Rh(a-NaiEt)2Cl2]ClO4, 20b (orange
isomer) and [Rh(a-NaiEtANAC6H5)2]ClO4, 3b.
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the gas phase, 20b shows a reasonably intense (oscillator strength f,
0.1124) transition at 634 nm followed by a band at 590 nm (f,
0.1279). Longer wavelength transitions (634 nm) are referred to
the HOMO�4, HOMO�2 and HOMO�1? LUMO transitions and
may be assigned to a mixture of intra-ligand charge transfer (ILCT),
metal to ligand charge transfer (MLCT) and chlorine to ligand
charge transfer (XLCT) transitions. The TD-DFT results of 3b deter-
mine the absorption at 731 nm (f, 0.0135), that signifies the
HOMO? LUMO transition, mainly to be an intra-ligand charge
transfer transition. Transitions in the range 450 to 600 nm, are rea-
sonably intense (f, 0.15? 0.25) (H-2, H-1? LUMO), these are
referred to a mixture of ILCT, YLCT (aniline to ligand) and MLCT
transitions. Similarly, the 405.3 nm transition (f, 0.054) is calcu-
lated as a mixture of ILCT, XLCT and MLCT. High energy transitions
<300 nm are mainly ILCT. The energy correlation between the MOs
of 20b and 3b (Fig. 4) imply destabilization of the HOMO of 3b by
1.10 eV compared to the HOMO of 20b. Thus, the energy separation
between the HOMO–LUMO in 3b appears at a lower energy
(2.35 eV) than that of 20b (2.39 eV). This may be one of the reasons
for the appearance of the longer wavelength transition in 3b than
20b.

Although a-NaiR and the precursor complex 2 are non-emis-
sive, interestingly the ammine coupled products 3–5 are emissive
at room temperature when excited in the 300 nm region (Fig. 2).
The fluorescence quantum yields of the complexes lie in the range
0.0056–0.006 (Table 3). The photo-inactivity of the ligands and the
complex 2 may be due to energy loss by vibrational relaxation and
the heavy-atom effect of Rh, along with photo-induced electron
transfer (PET) to the pendent naphthyl group in the excited state
[35]. In the CAN fused product 3, the structural rigidity and dele-
tion of PET may be one of the reasons for luminescence efficiency.

The 1H NMR spectra of all the complexes were assigned by a
comparison with the free ligand data [36] and the intensity mea-
surement of the signals corresponds to the total number of protons
in the respective complexes (Table 4). In the brown isomer of 2, the
N(imidazolyl)ACH3 protons appear as a singlet signal at d
4.30 ppm; the ACH2A and ACH3 protons of N(imidazolyl)ACH2-
ACH3 emerge as a quartet at d 4.56 ppm and a triplet at d

1.60 ppm, respectively. The 1H NMR spectra of the orange isomer
(20) are different from those of the brown isomer and show com-
plexity in the aromatic region (ESIy, Fig. S4). In the orange isomer,
the N(1)ACH3 protons appear as two equally intense signals at ca. d
3.98 and 4.13 ppm. The ACH2 protons of the NACH2ACH3 groups
appear as AB type quartets [37] of equal intensities. The above
experimental observations imply that the two ligands in 2 (brown)
are equivalent, but they are not equivalent in 20 (orange) isomer.
Therefore, the expected geometry of brown isomer should be trans
with respect to chloride and ciswith respect to both imidazolyl and
azo pairs of nitrogen atoms [38], while that of the orange (20) iso-
mer should be the cis-MCl2 type where the imidazolyl and azo
nitrogen pairs are in cis and trans fashions or vice-versa. Like in iso-
mer 20, the N(imidazolyl)ACH3 protons of the coupled product (3–
5) appear as two equally intense signals (d/ppm) at 4.20 and 4.31
for 3ª, 4.20 and 4.30 for 4a and 4.21 and 4.33 for 5ª, and the
ACH2 protons of the N(1)ACH2ACH3 group appear as AB type mul-
tiplets (d/ppm) at 4.15 and 4.25 for 3b, 4.13 and 4.31 for 4b and
4.23 and 4.32 for 5b. [Rh(a-NaiRANAAr)2]ClO4 (3–5) show com-
plex NMR spectra in the aromatic region. Due to the large number
of protons in the aromatic region, the NMR signals of the amine
coupled products become complex in this region, but the expected
effects of the substituent X were observed in the signals. The elec-
tron donating substituent (Me) in 4 results in a lower d value for
the coupled amine protons in 4 compared to 3, whereas the reverse
is observed in 5 due to the electron withdrawing substituent (Cl).

These observations infer that the coordination of a-NaiR to the
Rh(III) ion increases the acidity of the ortho CAH (C(b)AH), which
may undergo a hydrogen bonding (non-covalent) interaction with
added ArANH2. This binding may initiate electron transport
(Scheme 2), followed by CAN bond formation where the terminal
electron acceptor is air O2.

3.4. Electrochemistry

The complexes exhibit two reductive responses in the �0.40 to
�0.60 and �0.80 to �1.00 V potential ranges (Fig. 5; Table 5 and
ESIy, Fig. S5) when the CV has been drawn in acetonitrile (0.1 TBAP)

Table 4
1H NMR spectral data of the complexes in CDCl3.

Compd. d (ppm) (J/Hz) academy

4-Hc 5-Hb 7-Hc 8,9-Hf 10-12-Hf 13-Hc 15,19-Hc 16,18-Hf 17-Hd N(1)AR 17-CH3
a

(2a) 7.94 7.26 8.44 7.63 7.35 8.13 4.09a

(2b) 7.92 7.26 8.43 7.59 7.36 8.14 1.65d

4.52e

(20a) 7.93;
7.98

7.20
7.26

8.43
8.47

7.52–7.72 7.36–7.48 8.11;
8.17

3.98a

4.13a

(20b) 7.90;
7.97

7.22
7.26

8.40
8.48

7.64–7.75 7.36–7.55 8.12;
8.19

1.46d; 1.67d

4.20e; 4.49e

(3a) 7.93;
7.98

7.20
7.26

7.51–7.67 7.36–7.47 8.11;
8.18

7.77;
7.81

7.70 7.73 4.20a

4.31a

(3b) 7.92;
7.98

7.20;
7.25

7.49–7.65 7.36–7.48 8.11;
8.19

7.78;
7.81

7.70 7.74 1.57d; 1.42d

4.15e; 4.25e

(4a) 7.94;
8.00

7.20;
7.25

7.51–7.61 7.31–7.40 8.13;
8.20

7.78;
7.83

7.43–7.46 4.20a

4.30a
2.30
2.46

(4b) 7.92;
7.98

7.20;7.24 7.55–7.65 7.30–7.39 8.12;
8.19

7.76;
7.83

7.45–7.50 1.49d; 1.63d

4.13e; 4.31e
2.31
2.49

(5a) 7.93;
7.99

7.21;
7.26

7.56–7.70 7.36–7.48 8.10;
8.19

7.84 7.78 4.21a

4.33a

(5b) 7.93;
8.00

7.22;
7.25

7.57–7.68 7.36–7.51 8.12;
8.19

7.84 7.78 1.41d; 1.50d

4.23e; 4.32e

a Singlet.
b Broad singlet.
c Doublet (J = 7.0–8.0 Hz).
d Triplet (J = 7.5–8.5).
e Quartet (J = 8.0–9.0 Hz).
f Multiplet.
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in the potential range 2.0 to �2.0 V. The nature of the voltammo-
gram does not change with scan rate (50–200 mV S�1). The reduc-
tive responses may be regarded as electron accommodation of the
azoimine function of the naphthylazoimidazole ligand. One oxida-
tive response is obtained for complexes 3–5 in the potential region
0.95–1.1 V. Since the Rh(III) ion is hard to oxidize in this region, an

oxidative response is not observed in the case of complexes 2, so
this oxidative response may be referred to the oxidation of the
ligand at the easily oxidisable azonaphthyl-imidazolylamine che-
lated center [21,24]. The redox property of the complexes may
be explained in terms of DFT calculations. Oxidation involves elec-
tron abstraction from occupied MOs and reduction involves elec-
tron addition to unoccupied MOs. Since the LUMO of the
complexes are mainly (>95%) contributed of ligand orbitals, the
reduction is referred to the reduction of the naphthylazoimidazole
ligands. The oxidation may be defined as electron extraction from
the HOMO. Interestingly the HOMO is mainly contributed (90%) by
ligand orbitals, hence the oxidation in this case may be treated as a
ligand centered oxidation.

4. Conclusion

1-Alkyl-2-(naphthyl-a-azo)imidazoles are N,N0-bidentate
chelators and are used in the synthesis of the rhodium(III) com-
plexes [Rh(a-NaiR)2Cl2]ClO4, which react with ArNH2 to give [Rh
(a-NaiRANAAr)2]ClO4 where a-NaiRANAAr is a monoanionic tri-
dentate N,N0,N00-chelating ligand. The arylamination takes place
at the ortho position to the azo function in the pendant aryl ring
of both a-NaiR ligands. The CAN coupling reactions are confirmed
by a single crystal X-ray diffraction study in one case of a coupled
product. The complexes are characterized by IR, UV–VIS and 1H
NMR spectral data. The precursor, [Rh(a-NaiR)2Cl2]ClO4, is pho-
toinactive, but the amine coupled products [Rh(a-NaiRANAAr)2]
ClO4 exhibit emission upon excitation at �300 nm and the solution
spectra of [Rh(a-NaiRANAAr)2]ClO4 show structured absorptions
in the red to NIR region which are absent in [Rh(a-NaiR)2Cl2]ClO4.
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[Rh(a-NaiEtANAC6H4AMe-p)2]ClO4 (4b) �0.92
(140)

�0.43
(120)

0.95 (120)

[Rh(a-NaiMeANAC6H4ACl-p)2]ClO4 (5a) �0.91
(130)

�0.44
(140)

1.00 (100)

[Rh(a-NaiEtANAC6H4ACl-p)2]ClO4 (5b) �0.84
(170)

�0.48
(120)

1.03 (100)

a Solvent: dry CH3CN; Pt-working electrode, Ag/AgCl reference, Pt-auxiliary
electrode; [n-Bu4N](ClO4) supporting electrolyte, scan rate 50 mV/s; metal oxida-
tion E = 0.5 (Epa + Epc) V,DEp = jEpa � EpcjmV, where Epa (anodic-peak-potential) and
Epc (cathodic-peak-potential).

Fig. 5. Cyclic voltammogram of 3a in acetonitrile solution.

Scheme 2. Plausible charge flow and CAN fusion of ArANH2 with the ortho CAH
(pendant naphthyl group) function.

D. Sardar et al. / Polyhedron 171 (2019) 542–550 549

http://www.ccdc.cam.ac.uk/conts/retrieving.html
http://www.ccdc.cam.ac.uk/conts/retrieving.html
http://deposit%40ccdc.cam.ac.uk
https://doi.org/10.1016/j.poly.2019.07.045
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0005
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0010
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0015
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0020
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0020
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0025
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0030
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0030
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0035
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0040
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0040
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0045


[10] A.K. Ghosh, P. Majumdar, L.R. Falvello, G. Mostafa, S. Goswami,
Organometallics 18 (1999) 5086.

[11] M. Panda, C. Das, G.-H. Lee, S.-M. Peng, S. Goswami, Dalton Trans. 17 (2004)
2655.

[12] M. Panda, S. Das, G. Mostafa, A. Castineiras, S. Goswami, Dalton Trans. 7 (2005)
1249.

[13] K.K. Kamar, S. Das, C.-H. Hung, A. Castineiras, M.D. Kuz’min, C. Rillo, J.
Bartolomé, S. Goswami, Inorg. Chem. 42 (2003) 5367.

[14] K.K. Kamar, A. Saha, S. Goswami, Proc. Indian Acad. Sci. (Chem. Sci.) 114 (2002)
339.

[15] A. Saha, P. Majumdar, S.-M. Peng, S. Goswami, Eur. J. Inorg. Chem. (2000) 2631.
[16] A. Bharath, B.K. Santra, P. Munshi, G.K. Lahiri, J. Chem. Soc., Dalton Trans. 16

(1998) 2643.
[17] C.K. Pal, S. Chattopadhyay, C. Sinha, D. Bandyopadhyay, A. Chakravorty,

Polyhedron 13 (1994) 999.
[18] B.K. Santra, G.K. Lahiri, Proc. Indian Acad. Sci. Chem. Sci. 111 (1999) 509.
[19] B.K. Santra, P. Munshi, G. Das, P. Bharadwaj, G.K. Lahiri, Polyhedron 18 (1999)

617.
[20] S.K. Roy, S. Samanta, N.S. Chowdhury, T.K. Mondal, S. Goswami, Chem. Eur. J.

20 (2014) 2712.
[21] P.K. Santra, P. Byabartta, S. Chattopadhyay, L.R. Falvello, C. Sinha, Eur. J. Inorg.

Chem. (2002) 1124.
[22] P. Pratihar, T.K. Mondal, P. Raghavaiah, C. Sinha, Inorg. Chim. Acta 363 (2010)

831.
[23] S. Senapoti, S.K. Jasimuddin, G. Mostafa, T.-H. Lu, C. Sinha, Polyhedron 25

(2006) 1571.
[24] D. Sardar, P. Datta, R. Saha, P. Raghavaiah, C. Sinha, J. Organomet. Chem. 732

(2013) 109.
[25] Arthur I. Vogel (Ed.), A Text – Book of Quantitative Inorganic Analysis, 3rd ed.,

Longmans, 1961.
[26] W.R. Dawson, M.W. Windsor, J. Phys. Chem. 72 (1968) 3251.

[27] G.M. Sheldrick, shelxs-97, Program for the Solution of Crystal Structure,
University of Gottingen, Germany, 1997.

[28] L.J. Farrugia, ORTEP-3 for windows, J. Appl. Crystallogr. 30 (1997) 565.
[29] A.L. Spek, PLATON, Molecular Geometry Program, University of Utrecht, The

Netherlands, 1999.
[30] M.J. Frisch, G.W. Trucks, H.B. Schlegel, G.E. Scuseria, M.A. Robb, J.R. Cheeseman,

G. Scalmani, V. Barone, B. Mennucci, G.A. Petersson, H. Nakatsuji, M. Caricato,
X. Li, H.P. Hratchian, A.F. Izmaylov, J. Bloino, G. Zheng, J.L. Sonnenberg, M.
Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y.
Honda, O. Itao, H. Nakai, T. Vreven, J.A. Montgomery Jr., J.E. Peralta, F. Ogliaro,
M. Bearpark, J.J. Heyd, E. Brothers, K.N. Kudin, V.N. Staroverov, R. Kobayashi, J.
Normand, K. Raghavachari, A. Rendell, J.C. Burant, S.S. Iyengar, J. Tomasi, M.
Cossi, N. Rega, J.M. Millam, M. Klene, J.E. Knox, J.B. Cross, V. Bakken, C. Adamo,
J. Jaramillo, R. Gomperts, R.E. Stratmann, O. Yazyev, A.J. Austin, R. Cammi, C.
Pomelli, J.W. Ochterski, R.L. Martin, K. Morokuma, V.G. Zakrzewski, G.A. Voth,
P. Salvador, J.J. Dannenberg, S. Dapprich, A.D. Daniels, Ö. Farkas, J.B. Foresman,
J.V. Ortiz, J. Cioslowski, D.J. Fox, Gaussian 09, Revision D.01, Gaussian, Inc.,
Wallingford CT, 2009.

[31] C. Lee, W. Yang, R.G. Parr, Phys. Rev. B 37 (1988) 785.
[32] P.J. Hay, W.R. Wadt, J. Chem. Phys. 82 (1985) 270.
[33] EMSL, basis set library available http:/www.emsl.pnl.gov/forms/basisform.

html.
[34] E.M. Kober, T.J. Meyer, Inorg. Chem. 21 (1982) 3967.
[35] B. Valeur, Molecular Fluorescence: Principles and Applications, Wiley-VCH,

Weinheim, NY, 2002.
[36] J. Dinda, P.K. Santra, C. Sinha, L.R. Falvello, J. Organomet. Chem. 629 (2001) 28.
[37] S. Mondal, S.P. Rath, S. Dutta, A. Chakravorty, J. Chem. Soc., Dalton Trans.

(1996) 99.
[38] M. Panda, C. Das, G.-H. Lee, S.-M. Peng, S. Goswami, J. Chem. Soc., Dalton Trans.

(2004) 26.

550 D. Sardar et al. / Polyhedron 171 (2019) 542–550

http://refhub.elsevier.com/S0277-5387(19)30526-1/h0050
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0050
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0055
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0055
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0060
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0060
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0065
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0065
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0070
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0070
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0075
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0080
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0080
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0085
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0085
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0090
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0095
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0095
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0100
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0100
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0105
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0105
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0110
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0110
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0115
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0115
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0120
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0120
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0125
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0125
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0125
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0125
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0130
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0135
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0135
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0135
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0140
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0140
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0140
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0145
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0145
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0145
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0145
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0145
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0150
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0155
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0160
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0170
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0175
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0175
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0175
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0180
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0185
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0185
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0190
http://refhub.elsevier.com/S0277-5387(19)30526-1/h0190




The role of methyl and benzyl substituted dithiocarbazate of 2-acetyl
pyridine for the formation of bridged dimeric and unbridged monomeric
copper(II) complexes and catecholase mimetic activity of the complexes

Ananyakumari Santra a, Paula Brandao b, Gopinath Mondal a, Pradip Bera a,c, Abhimanyu Jana a,
Indranil Bhattacharyya a, Chandana Pramanik a,d, Pulakesh Bera a,⇑
aDepartment of Chemistry, Panskura Banamali College (Autonomous), Panskura R.S, Midnapore (East), West Bengal 721152, India
bCICECO, University of Aveiro, 3810-193 Aveiro, Portugal
cKandi College, Murshidabad, West Bengal 742137, India
dDepartment of Chemistry, Dinabandhu Andrews College, Garia, Kolkata, West Bengal 700084, India

a r t i c l e i n f o

Article history:
Received 7 September 2019
Accepted 1 December 2019
Available online 16 December 2019

Keywords:
Cu(II) complex
X-ray crystallography
London dispersion
DFT
Catecholase activity

a b s t r a c t

Monomeric [Cu(L1)Cl] (1) and dimeric [Cu(L2)Cl]2 (2) copper(II) complexes, where HL1 = methyl-2-(1-
(pyridine-2-yl)ethylidene)-hydrazine-1-carbodithioate and HL2 = benzyl-2-(1-(pyridine-2-yl)ethyli-
dene)hydrazine-1-carbodithioate, have been synthesized and characterized by X-ray crystallography,
TGA and spectral methods. Complex 1 crystallizes in a space group P21/n and adopts a square planar
environment surrounding the Cu ion, and complex 2 is a triclinic crystal system with space group P�ı.
Complex 2 is a centrosymmetric dimer where each copper atom forms two chloro bridges and completes
five coordination with the tridentate NNS donor. Density functional calculations demonstrate that
chloro-unbridged structure of 1 is favored by London dispersion between its layers. It is noticed that
the layers are usually packed closely in the solid phase, such attractive interactions are sterically hin-
dered between the layers of 2. Due to the presence of large phenyl group that extend from one layer
to the other, the layers cannot slide on top of each other. This leads to the chloro-bridged structure of
2 stabilized by electrostatic interactions between Cu and Cl atoms located at different layers. Both com-
plexes exhibit prominent catecholase activity in methanol following the oxidation of 3,5-di-tert-butyl
catechol (DTBC) to the corresponding quinone. Based on the observed turn over frequency of 1
(25.19 h�1) and 2 (10.76 h�1), the monomeric complex demonstrates more catechol mimetic oxidation
than the dimer. A plausible mechanism of catecholase activity has been discussed.

� 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Schiff bases derived from S-alkyl/aryl dithiocarbazates are a
very important class of NSS chelating agents which allow the for-
mation of stable complexes with a wide range of transition and
non-transition metal ions [1–5]. These metal complexes have been
shown to exhibit interesting electronic behaviors like non-linear
optics [6,7], magnetic [8], electrochemical properties [9] and
chemotherapeutic properties [10]. Among the reported complexes,
the monomeric complexes are numerous whereas the polynuclear
complexes are particularly rare. Recently, dinuclear copper(II)
complexes of Schiff bases 2-benzoylpyridine S-methyldithiocar-
bazate and di-2-pyridyl ketone N(4),N(4)-(butane-1,4-diyl)
thiosemicarbazone have been synthesized and structurally

characterized [5,11,12]. M. R. P. Kurup reported the synthesis and
structural characterization of a dinuclear copper(II) complex of
di-2-pyridyl ketone N(4),N(4)-(butane-1,4-diyl) thiosemicar-
bazone [13]. Very recently Koo reported the structure and chem-
istry of a dinuclear copper(II) complex derived from mixed ligand
of benzoic acid and 2-acetylpyridine/2-benzoylpyridine based ben-
zhydrazide [14]. Both monomer and dinuclear copper(II) entities of
2-pyridinecarbaldehyde thiosemicarbazone have been reported to
show antiferromagnetism and nuclease activity [8]. G. Fenteany
et al. reported the synthesis and structure activity relationship in
the cancer cell proliferation study of both monomer and dimeric
complexes of M(II) (M = Cu and Zn)-Schiff’s bases derived from
2-acetyl pyridine and S-alkyl dithiocarbazates [2]. The reports
on several biological applications such as antimicrobial activity
[4], cytotoxicity effect [15,16], biocatalytic [17–19], and
antiproliferative [20] have been shown by these class of com-
pounds. Design and synthesis of efficient bio-inspired, environ-

https://doi.org/10.1016/j.poly.2019.114277
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ment friendly catalysts that mimic enzymatic activities are also
very crucial in synthetic and supramolecular chemistry. The
enzymes active sites are modeled with the metal complexes using
the knowledge of redox behavior and coordination chemistry. S-
alkyl/aryl derived metal complexes are not frequently modeled
though these are bioactive compounds [1–5]. The geometry and
the structural features of enzyme active sites and the choice of
metal binding can be helpful to establish the structure–function
activities in the model experiments [21,22]. Several copper based
mononuclear and dinuclear complexes have been modeled to
study insight about the mechanism of the biological oxidation
process of 3,5-di-tert-butylcatechol (DTBC) to 3,5-di-tert-butylqui-
none (DTBQ) [23–26]. Herein, we report the synthesis, characteri-
zation and theoretical interpretation in relative stability of a
mononuclear copper(II) complex of deprotonated methyl-2-(1-
(pyridin-2-yl)ethylidene)hydrazine-1-carbodithioate (HL1) and a
dinuclear dichloro bridged copper(II) complex of deprotonated
benzyl-2-(1-(pyridin-2-yl)ethylidene)hydrazine-1-carbodithioate
(HL2), and investigate their ability to catalyze catechol oxidase
mimetic activity. The stability of the complexes and their tendency
toward chloro-bridged and chloro-unbridged structures were
investigated by B3LYP-D3 calculations [27–29].

2. Experimental section

2.1. Materials

Reagent grade metal salts CuCl2�2H2O was purchased from
Merck India and used without further purification. Hydrazine
hydrate (99%), carbon disulfide, benzyl chloride, methyl iodide,
and 2-acetyl pyridine were purchased from Merck chemical com-
pany and used without further purification. Solvent ethanol
(Changshu Yangyuan Chemical, China), methanol (Merck, India)
and dichloromethane (Merck, India) were dried and distilled before
use in the experiment.

2.2. Synthesis of methyl-2-(1-(pyridine-2-yl)ethylidene)hydrazine-1-
carbodithioate (HL1) and benzyl-2-(1-(pyridine-2-yl)ethylidene)
hydrazine-1-carbodithioate (HL2)

The HL1 and HL2 were prepared by the condensation of 2-acetyl
pyridine with corresponding hydrazine carbodithioate [2,30].
Methyl hydrazine carbodithioate and benzyl hydrazine carbod-
ithioate were synthesized from 99% pure hydrazine hydrate, car-
bon disulfide, and methyl iodide. The freshly prepared methyl
hydrazine carbodithioate (10 mmol, 1.22 g) was refluxed with 2-
acetyl pyridine (10 mmol, 1.21 g) in dry methanol for half an hour
to obtain methyl-2-(1-(pyridin-2-yl)ethylidene)hydrazine-1-car-
bodithioate (HL1). The crude product of HL1 was crystallized from
1:1 ethanol–water. Yield: 2.01 g (89%). Elemental analyses (%) for
C9H11N3S2 are C, 47.97; H, 4.92; N, 18.65; S, 28.46%. Found C,
47.69; H, 4.89; N, 18.56; S, 28.48%. Similarly, benzyl-2-(1-(pyri-
din-2-yl)ethylidene)hydrazine-1-carbodithioate (HL2) was pre-
pared following the condensation of benzyl hydrazine
carbodithioate (10 mmol, 1.98 g) and 2-acetyl pyridine (10 mmol,
1.21 g) in methanol. The crude product thus obtained was crystal-
lized from 1:1 ethanol–water. Yield: 2.57 g (73.79%). Elemental
analyses (%) for C15H15N3S2 are C, 59.77; H, 5.02; N, 13.94; S,
21.27%. Found C, 59.62; H, 4.91; N, 13.85; S, 21.30%.

2.3. Synthesis of copper complexes

Copper(II) complexes 1 and 2 were synthesized by the reaction
of the methanolic solution of HL1 and HL2 with copper chloride,
respectively [2]. Separately HL1 (10 mmol, 2.25 g) and HL2

(10 mmol, 3.01 g) were allowed to react with CuCl2�2H2O
(10 mmol, 1.70 g) in methanol. The reaction mixture in each case
was stirred for 3 h at room temperature and then refluxed for
2 h in a water bath. In both the cases, solid deep green product
was separated out which is filtered and washed with dry methanol.
The solid products were dried over silica-gel. A pinch of solid prod-
ucts was taken in 1:1 methanol-DMF and placed the solution in the
open air for slow evaporation. Deep blue micro crystals suitable for
single crystal X-ray analysis were grown. Yield for 1 is 2.50 g
(77.4%). Elemental analyses (%) for C9H10N3S2ClCu (1) are C,
33.43; H, 3.12; N, 13.0; S, 19.83%. Found C, 33.39; H, 3.10; N,
13.01; S, 19.88%. Yield for 2 is 6.2 g (77.52%). Elemental analyses
(%) for C30H28N6S4Cl2CuN6S4 (2) are C, 45.11; H, 3.53; N, 10.52; S,
16.05%. Found C, 45.01; H, 3.47; N, 10.45; S, 16.08%.

2.4. Characterization

FISONS EA-1108 CHN analyzer was used for elemental analysis
(C, H, N, and S) of the ligands and complexes. The FTIR spectra
(4000–500 cm�1) were recorded on a Perkin Elmer Spectrum
Two FT-IR Spectrophotometer with sample prepared as KBr pellets.
Mass spectra of ligands were obtained using aWaters HRMS XEVO-
G2QTOF#YCA351. Thermogravimetric analysis was performed
using Perkin Elmer Thermal Analyzer TGA4000 instrument at a
heating rate 20 �C/min under nitrogen atmosphere. The X-band
electron paramagnetic resonance (EPR) spectrum was recorded in
a Bruker EMX X-band spectrometer operating at a field modulation
of 100 kHz, modulation amplitude of 7 G and microwave radiation
power of 10 mW at room temperature. The single crystal X-ray
diffractions of complex 1 and 2 were carried out on a Bruker
SMART APEX II X-ray diffractometer equipped with graphite-
monochromated Mo-Ka radiation (k = 0.71073 Å) and 16 CCD area
detector. The intensity data were collected in the p and x scan
mode, operating at 50 kV, 30 mA at 296 K [31]. The data reduction
was performed using the SAINT and SADABS programs [32]. All cal-
culations in the structural solution and refinement were performed
using the Bruker SHELXTL program [33]. The structure was solved
by the heavy atommethod and refined by full-matrix least-squares
methods. All the non-hydrogen atoms were refined anisotropi-
cally; the hydrogen atoms were geometrically positioned and fixed
with isotropic thermal parameters. The final electron density maps
showed no significant difference.

The catecholase activities of 1 and 2were examined by the reac-
tion of 100 equivalents of 3,5-di-tert-butylcatechol (DTBC) with
1 � 10�5 M solutions of the complexes under aerobic conditions
at ambient temperature in methanol. The reaction was followed
spectrophotometrically by monitoring the growth of the absor-
bance as a function of time at ca. 400 nm which is characteristic
of 3,5-di-tert-butylquinone chromophore. To determine the depen-
dence of the rate of the reaction on substrate concentration and to
evaluate various kinetic parameters, 1 � 10�5 M solutions of the
complexes were mixed with at least 10 equivalents of the substrate
to maintain pseudo-first order condition. To check the rate depen-
dency on catalyst concentrations similar set of experiments were
performed at a fixed concentration of substrate with various cata-
lyst concentrations. The rate of a reaction was determined by the
initial rate method, and the average initial rate over three indepen-
dent measurements was recorded.

2.5. Computational details

All calculations were performed with the ORCA 4.0 program
package [34,35] by using def2-TZVP and its matching auxiliary
basis sets [36,37]. The structures were fully optimized at the unre-
stricted Kohn-Sham B3LYP [27–29] level of density functional the-
ory (DFT) calculations incorporating the atom-pairwise dispersion
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correction (D3) with Becke–Johnson damping (BJ) [38], i.e.,
UB3LYP-D3(BJ), within the resolution of identity (RI) approach RIJ-
COSX [39,40]. The effect of methylene solution on the energetics
was assessed implicitly at the same level of theory through the
conductor-like polarizable continuum model (C-PCM) [41].

The molecular docking was carried out using AUTODOCK 4.0
software as accomplished by the graphical user interface AUTO-
DOCK TOOLS 4.0 (AD4.1_bound.dat). The macro cyclic receptor
was choosing as PDB formed of three dimensional x-ray crystals
structure of a Truncated ErbB2 Ectodomain Reveals an Active Con-
formation (entry 2A91 in the Protein Data Bank). The graphical
user interface AUTODOCK TOOLS was devoted to setup the protein:
water molecule was deleted from the crystal of protein, only polar
hydrogen were added, computed gasteigers charge was calculated
as �10.998 and non polar hydrogen were merged to carbon atom.
Complexes 3D structures were saved in PDB format with the aid of
the program MERCURY. The AUTODOCK TOOLS program was used
to make docking input file. A grid box size for complex 1 is
83 � 85 � 83 and complex 2 is 74 � 74 � 82 with grid spacing
1 Å. Both receptor and complex were save pdbqt format. A dis-
tances-dependent functions of the dielectric constant were used
for the calculation of the energetic map. Ten runs were generated
by using Lamarckian genetic algorithm searches. Default settings
were used with an initial population of 50 randomly placed indi-
viduals, a maximum number of 2.5x106 energy evaluations [42].
Final docking was run with autogrid4.exe and autodock4.exe func-
tion to generate glg and dlg files respectively. The graphical inter-
actions picture were found using Schrodinger software.

3. Result and discussion

3.1. Chemistry

Ligands have a proton adjacent to the thiocarbonyl group and
consequently can exhibit thione-thiol tautomerism (Scheme 1).
Mostly the structure of the reported complexes derived from Schiff
bases of S-alkyl/aryl dithiocarbazate adopted monomeric structure
[1–5]. The formation of the monomer from methyl ester (HL1) and
dimer from benzyl ester (HL2) of dithiocarbazic acid suggest that
SR group has a pronounced effect on nuclearity and structure of
the complexes. Mass spectra of 1 and 2 show m/z value 286.96
and 363.02, respectively, which correspond to a highly unsaturated
[ML]+ species (Fig. S1 for 1 and Fig. S2 for 2). The [CuL1]+ from 1 is
further attached with another NNS donor (L1) to satisfy its maxi-
mum coordination number (6) forming [Cu(L1)2]+ giving m/z value
509. In the mass spectrum of 2, no peak equivalent to the dichloro-
bridged complex is obtained but a peak m/z value 763.21 is

observed which can be assigned as the chloro-bridged complex,
[Cu2(L2)2Cl]+. Solid state FTIR spectra analysis was performed to
determine the coordination mode of the ligand with the copper
(II) ion (Fig. S3). The FTIR spectra do not display any mS–H band at
ca. 2600 cm�1, but exhibit mNH bands in the range 3100–
3200 cm�1 indicating that the ligands remain in the thio-keto tau-
tomer in the solid state. The significant differences in spectral data
were analyzed by comparing the spectra of the complexes with the
corresponding ligand shown in Table S1. The mNH/NH2 stretching
vibrations of the ligand HL1 and HL2 appeared at 3138 and
3154 cm�1, respectively. These higher frequency peaks are not
observed in the complex indicating the involvement of primary
or secondary amine during the complexation. The observed mC–N,
mC=N and mC=S stretching frequencies of the corresponding ligand
and complexes appear at the range of 1408–1496 cm�1, 1585–
1708 cm�1 and 770–784 cm�1, respectively. The characteristic
stretching frequencies of mC=N and mC=S shifted to higher frequen-
cies upon complexation indicating the coordination of nitrogen
and sulfur atoms to the copper(II) ion [43].

3.2. TGA analysis

As can be seen in Fig. 1, the decomposition profile of the ligand
HL1 and HL2 are very similar. Both are stable up to 150 �C and
major decomposition occurs between 150 �C and 330 �C. The first
step of decomposition is attributed to the loss of the SR unit.
Almost all the organics evaporates completely at 300 �C. The
decomposition profile proves that ligands are quite suitable for
the formation of stable complexes. Complexes (1 and 2) also
decomposed following very similar decomposition pattern. Both
1 and 2 are stable up to 250 �C. A weight loss about 14.5% and
15.4% correspond to the loss of one unit of SCH3 and one unit SCH2-
Ph in 1 and 2, respectively. Complex 1 starts decomposition at
220 �C. In the first step of decomposition 15 unit mass loss corre-
sponds to a loss of CH3 from SCH3 of the ligand. The major loss of
organics and coordinate Cl atom occur between 250 �C and 350 �C.
If heating is continued more than 800 �C the gradual weight loss
will happen until CuS (29.53%) is obtained i.e., leading to the for-
mation of CuS. The analysis indicated that complex 1 is a suitable
single-source precursor for CuS particle synthesis.

3.3. EPR spectroscopy

The EPR spectroscopy is a powerful tool to study the electronic
and magnetic properties of the metal center. Generally Cu(II) com-
plexes are distorted octahedral geometry (tetragonal or rhombic).
An axially symmetric more intense peak at higher field (gk) and

Scheme 1. Formation pathway of HL1, HL2, 1 and 2.
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low intense peak at lower field (g\) are observed for Cu(II) com-
plexes [44]. The X-band EPR spectrum of the solid SP1 sample at
RT shows classical resonance bands of axial symmetry with
gk = 2.097 (A = 91 G) and g\ = 2.047 as shown in Fig 2.

A rhombic distorted EPR spectrum is observed for the solid SP2
sample at RT with gk = 2.12 and g\ = 2.06 without any signature of
nuclear coupling between two copper(II) ions. So, it can be con-
cluded that the unpair electron is highly localized in dx2–y2 orbital
of Cu(II) ion. The similar results are also found in the literature
[45,46].

3.4. Single crystal X-ray analysis

To establish the structure and coordination environment of the
synthesized complexes single crystal X-ray analysis of the com-
plexes were performed. The crystal refinement data of the reported
complexes are given in Table 1. An ORTEP view of 1 with atom
leveling scheme of the independent past is shown in Fig. 3 and a
selection of bond angles and length is given in Table 2 and Table 3.
The metal ion in 1 possesses approximate square planer geometry
with pyridinyl nitrogen donor, an imine nitrogen donor and sulfur
atom of cabodithioate unit, and a chloride ion. Complex 1 is a
monomeric complex and crystallizes in the monoclinic P 21/n
space group in approximate square planer geometry. Bond angles
N1–Cu–N2, N2–Cu–S1, N1–Cu–Cl1 and Cl1–Cu–S1 are 80.06(4)�,
84.69(3)�, 97.32(3)� and 97.81(2)�, respectively (Table 2) whereas
N1–Cu–S1 and Cl1–Cu–N2 angles are 176.53(3)� and 164.50(3)�,

respectively. The measured dihedral angle 3.24� corresponds to
Cu-S1-C8-N3-N2 and Cu-N2-C6-C5-N1 planes to a planer geometry

Fig. 1. Thermogravimetry analysis of HL1 and 1 (A); HL2 and 2 (B).

Fig. 2. Soilid state EPR spectrum of 1 (a) and 2 (b).

Table 1
Crystal refinement parameters of the complexes 1 and 2.

1 2

CCDC 1833374 1833376
Moiety formula C9H10ClCuN3S2 C30H28Cl2Cu2N6S4
Mr 323.31 798.82
a(Å) 8.1368(11) 7.9812(11)
b(Å) 8.7126(10) 8.4000(11)
c(Å) 17.106(2) 13.8741(18)
a(�) 90 93.512(4)
b(�) 101.547(4) 106.006(4)
c(�) 90 113.715(4)
Crystal system monoclinic Triclinic
Volume (Å3) 1188.2(3) 802.77(19)
Space group P21/n P �ı
Z 4 1
F (0 0 0) 652.0 406.0
Dcalc (g cm�3) 1.807 1.652
Absorption coefficient / l(mm�1) 2.387 1.784
h,k,l 11,12,24 10,11,19
2h 61.15 58.58
Reflections I > 2r(I) 3349 3595
Total reflections I > 2r(I) 3645 4332
R1(I > 2r(I)) 0.0206 0.0444
wR2(all reflections) 0.0551 0.1192
goodness_of_fit 1.057 1.079
Residuals (e.Å3) 0.471/-0.585 1.288/-0.972
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which confirms nearly square planar geometry of the complex
with s4 value 0.9. There is no H-bonding interaction but strong
aromatic-p and chelate-p (3.432 Å/3.567 Å) interaction form a
supramolecular arrangement (Fig. 4). The calculated offset angle
between two centroids planes is 2.12�. The selective bond lengths

Cu–N1, Cu–N2, Cu–Cl1 and Cu–S1 are 2.031(1)�, 1.960(1)�, 2.2166
(5)� and 2.2615(4)�, respectively, as shown in Table 3. The similar
length and angle of bis-chelated complexes of a dithiocarbazate N,
S Schiff base ligand were observed [47]. The relatively shorter bond
lengths of copper-nitrogen i.e., Cu–N1 (2.031 Å) and Cu–N2
(1.960 Å) than the reported copper(I) complexes are strongly sug-
gesting the presence of copper in +2 state in the reported com-
plexes [48]. The corresponding Cu+2–N bond lengths (2.073 and
2.019 Å) of 1 calculated presently at the UB3LYP-D3 level are also
quite consistent with the X-ray values. The corresponding BVS
(Bond Valence Sum) calculation is also supportive to planar struc-
ture with 2.26 (Table S2).

In the presence of copper(II) chloride salt ligand HL2 furnished a
chloro-bridged binuclear Cu(II) complex. Fig. 5 shows the single
crystal X-ray structure of the complex 2. It has a triclinic crystal
system with P�ı space group. In complex 2, the two symmetry
related copper atoms exhibit a penta coordinated bridged environ-
ment. The uninegative L2 ligand coordinate the copper atom
through the pyridinyl N, imine N and thiolato sulfur donors and
the two copper atoms are connected by a pair of chloride bridge.
Of the doubly bridging Cl atoms, one occupies the basal plane
and the other is located at the apical position of the square pyrami-
dal geometry, indicated by the index s5 value 0.2 [49,50]. The Cu–
N1 and Cu–N2 bond lengths of 2 are 2.032(2) Å and 1.966(2) Å,
respectively. These are analogous to the respective bond lengths
of 1, and thus are consistent with the + 2 oxidation state of copper
atoms. The higher value of Cu–Cl1 bond (2.2595Ǻ) in 2 is due to
the Jhan-Teller distortion in d9 system. The UB3LYP-D3 calcula-
tions on the dimeric 2 find the corresponding Cu+2–N bond lengths
as 2.064 and 2.006 Å, which are consistent with the X-ray values
revealing oxidation state + II. The BVS value (2.17) of 2 is also sup-
portive the + 2 oxidation state of copper (Table S2). In the complex,
strong aromatic-p M chelate-p (3.558 Å) and chelate-p M chelate-
p (3.618 Å) interaction make a stable supramolecular array shown
in Fig. 6. The calculated offset angle between two centroids planes
is 6.08�.

3.5. Computational results

1 and 2 have monomeric and dimeric chloro-bridged structures
in their single crystals, respectively. Computationally, both the
monomeric and dimeric structures for both complexes in the gas
phase and in the solution can be obtained to access the experimen-

Fig. 3. ORTEP picture of the complex 1. Thermal ellipsoids are drawn at the 55%
probability label. For the clarity of the structure hydrogen atoms have been omitted.
Structure truncated to highlight the ligand–metal bonding geometry.

Table 2
Selected bond lengths of 1 and 2.

Atoms 1 2
Length (Å) Length(Å)

Cu–Cl1 2.2166(5) 2.2595(8)
Cu–S1 2.2615(4) 2.2659(7)
Cu–N1 2.031(1) 2.032(2)
Cu–N2 1.960(1) 1.966(2)
Cu–Cl10 – 2.711(1)
S1–C8 1.737(1) 1.734(3)
S2–C8 1.744(1) 1.747(3)
S2–C9 1.801(1) 1.830(3)
N1–C1 1.337(2) 1.337(4)
N1–C5 1.357(2) 1.359(3)
N2–N3 1.384(1) 1.391(3)
N2–C6 1.296(1) 1.299(3)
N3–C8 1.305(1) 1.311(3)

Symmetry code for Cl10 = 1 � x, 2�y, 1�z.

Table 3
Selected bond angles of 1 and 2.

Atoms 1 2
Angle (�) Angle (�)

Cl1–Cu–S1 97.81(2) 96.63(3)
Cl1–Cu–N1 97.32(3) 97.08(7)
Cl1–Cu–N2 176.53(3) 171.69(8)
S1–Cu–N1 164.50(3) 162.35(7)
S1–Cu–N2 84.69(3) 84.73(7)
N1–Cu–N2 80.06(4) 80.1(1)
Cu–S1–C8 94.16(4) 94.0(1)
Cu–N1–C1 127.89(9) 128.0(2)
Cu–N1–C5 112.86(8) 112.6(2)
Cu–N2–N3 122.93(8) 122.8(2)
C8–S2–C9 102.59(6) –
S1–Cu–Cl1 – 101.26(3)
N1–Cu–Cl1 – 89.62(7)
N2–Cu–Cl1 – 96.97(7)
Cu–N2–C6 118.60(8)
Cu–Cl1–Cu – 89.19(3)
N3–N2–C6 118.4(1) –
Cl1–Cu–Cl1 – 90.81(3)

Fig. 4. Aromatic-p and chelate-p interactions in complex 1.
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tal preference of one structure over the other. In this study, the sta-
bility of the monomeric and dimeric complexes of 1 and 2 has been
investigated by the UB3LYP-D3 calculations. As shown in Fig. 7, the
monomeric structures of 1 and 2 have one-unpaired electron (dou-
blet state), which is primarily located on the CuCl+ moiety (with
largest spin density on the Cu+2 ion), consistent with the results
on analogous Cu(II) complexes [51]. The coordinating atoms S1,
N1, and N2 have also noticeable spin densities.

The single unpaired electron of monomeric 1 and 2 can couple
in the dimeric structures in parallel and anti-parallel configura-
tions, yielding triplet and open-shell singlet spin states, respec-
tively. The triplet states of the dimers of both 1 and 2
(1 kcal/mol) are more stable than the singlet states at the UB3LYP
level. The smallness of the singlet–triplet energy gap is consistent
with the previous studies on analogous Cu(II) complexes [52]. The
spin density distributions of all dimeric structures are identical to
those of the monomeric structures. However, as expected, in the
open-shell singlet state of the dimeric structures, atomic spin den-
sities have opposite signs on both fragments. Therefore, we do not
provide them additionally in Fig. 7. As seen in Table 4, the gas-
phase UB3LYP calculations find almost the same binding energies
with both ligands (~�255 kcal/mol). The stabilizing dispersive

interaction components of the binding energy are noticeable
(~�10 kcal/mol) but much smaller than the overall binding energy.
Although methanol weakens the interaction greatly (~115 kcal/-
mol), the coordination of the ligands to CuCl+ is still strong in solu-
tion (~�152 kcal/mol). As the ligands coordinate to the CuCl+ ion
with nearly the same energies, their preference to monomeric
and dimeric structure formation cannot be assigned to the differ-
ences in their electronic structure.

To shed light on the dimerization process of [Cu(L1)Cl] and [Cu
(L2)Cl] complexes, first we optimized the geometry of the chloro-
bridged [Cu(L2)Cl]2 complex at the UB3LYP-D3 level by taking
the initial coordinates from the present X-ray structure. It should
be noted here that other stable dimeric structures can be obtained
when the initial orientations of the two layers are different. How-
ever, our aim is not to explore conformational space of the dimers

Fig. 5. ORTEP diagram of 2. Thermal ellipsoids are drawn at the 55% probability label. For the clarity of the structure hydrogen atoms have been omitted. Structure truncated
to highlight the ligand–metal bonding geometry.

Fig. 6. Aromatic-p and chelate-p interactions in 2.

Fig. 7. Singly-occupied orbital of monomeric 1 and 2 and the associated atomic
Mulliken spin densities calculated at the UB3LYP.
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but to assess the factors that differentiate the preference of the
ligands towards chloro-bridged and chloro-unbridged structures
when the layers are initially oriented parallel as in the X-ray struc-
ture of [Cu(L2)Cl]2. The optimized coordinates of [Cu(L2)Cl]2 are
consistent with the X-ray coordinates. As can be seen in Fig. 8(a),
the chloro-bridged crystal structure of [Cu(L2)Cl]2 is preserved.

By replacing the two SCH2Ph moieties of the X-ray structure of
[Cu(L2)Cl]2 with the SCH3 moieties, we obtained initial coordinates
for the chloro-bridged [Cu(L1)Cl]2 complex. However, the two lay-
ers in the initial coordinates of the [Cu(L1)Cl]2 complex slide over
each other during geometry optimization due to strong attraction
between Cl atom and methyl group of 2-acetyl pyridine belonging
to different [Cu(L1)Cl] layers, as seen in Fig. 8(b). Therefore, the
chloro-bridged structure is not preserved for the [Cu(L1)Cl] dimer.
The resulting computational structure of this dimer is consistent
with the X-ray structure shown in Fig. 5. Since SCH3 moiety of L1
is small, the [Cu(L1)Cl] layers can slide on top of each other easily.

The same type of strong interaction is also expected for [Cu(L2)
Cl] dimer. However, the size of the phenyl moiety is larger than the
distance between the [Cu(L2)Cl] layers. Therefore, the [Cu(L2)Cl]
layers cannot slide on top of each other despite the strong attrac-
tion between Cl atom andmethyl group of 2-acetyl pyridine, which
leads chloro-bridged [Cu(L2)Cl]2 structure. Methanol solution

weakens the interaction energy of the two layers of the dimeric
structures by ~12 kcal/mol. In the absence of solution, the gas-
phase UB3LYP-D3 interaction energy of the layers with both
ligands are ~�30 kcal/mol (the sum of UB3LYP and D3 contribu-
tions in Table 4). The interaction between the two layers of [Cu
(L1)Cl]2 is slightly repulsive without dispersion contribution.
Therefore, the chloro-unbridged [Cu(L1)Cl]2 structure is driven
mainly by the favored London dispersion in addition to the stabi-
lizing electrostatic interaction between the Cl and CH3 moieties
of the two layers. Methyl group is already well known as a disper-
sion energy donor [53].

The interaction between the two layers of the chloro-bridged
[Cu(L2)Cl]2 is already strong (~�12 kcal/mol) without dispersion
contribution at the UB3LYP-D3 level, owing to the strong electro-
static interaction between the two CuCl moieties. The dispersion
contribution in the chloro-bridged [Cu(L2)Cl]2 is also significant
but ~10 kcal/mol smaller than that in the chloro-unbridged [Cu
(L1)Cl]2.

These indicate that the stabilities of both chloro-bridged and
chloro-unbridged structures are governed largely by the electro-
statics and London dispersion. When the layers cannot slide on
top of each other due to the large size of the SCH2Ph tail of the
L2 ligand, electrostatic interaction between the two layers becomes
the main stabilizing effect through the formation of the chloro-
bridged structure, followed by London dispersion. However, with
L1 ligand having small SCH3 tail, the Cl and CH3 moieties of the
two layers are attracted to each other due to strong dispersion
interaction, which breaks the chloro-bridge.

3.6. Catechol oxidase mimetic activity

Catechol oxidases are ubiquitous plant enzymes containing a
dinuclear copper center. To study the catalytic mechanism model
complexes 1 and 2 catalyze the oxidation of 3,5-di-tbutyl catechol
(DTBC) to 3,5-di-tert-butyl-o-quinone (DTBQ) coupled with the
reduction of oxygen to hydrogen peroxide. DTBC has lower redox
potential that facilitates the oxidation of DTBC and the bulky sub-
stituent prevents further reactions such as ring-opening process.
Here we introduced analogous copper complexes of NNS donor
ligands (1 and 2) to check the catecholase activity in the air. The
presence of the labile group (Cl) makes metal centre susceptible
to ligand’s substitution. Various approaches have been reported
by a different group to investigate the mechanism pathway of
DTBC oxidation by model copper complexes [54,55]. The product
DTBQ is quite stable in air and has a characteristic transition at
about 400 nm and therefore the catalytic study can be monitored
by UV–Vis spectrophotometry. Reactivity and kinetic studies were
performed in methanol because of the good solubility of the com-
plexes, substrate and their product in this solvent. Before going to
the detailed kinetic investigation, it is first necessary to check the

Table 4
The calculated binding energies (DE, kcal/mol) for the interaction of the CuCl+ ion with the anionic L1 and L2 ligands and for the interaction of the two identical [Cu(L1)Cl] and [Cu
(L2)Cl] complexes together with their individual components for UB3LYP level bare gas-phase interaction (DEUB3LYP), its D3-level dispersion correction (DED3-disp), and UB3LYP
level solvent effect (DEUB3LYP-solv).

DE DEUB3LYP DED3-disp DEUB3LYP-solv

Doublet monomer
[L1�∙∙∙CuCl+] �151.7 �258.3 �10.0 116.5
[L2�∙∙∙CuCl+] �151.4 �255.4 �10.9 114.9

Triplet dimer
[Cu(L1)Cl]∙∙∙[Cu(L1)Cl] �21.0 0.2 �33.1 11.9
[Cu(L2)Cl]∙∙∙[Cu(L2)Cl] �16.6 �10.8 �19.0 13.2

Singlet dimer
[Cu(L1)Cl]∙∙∙[Cu(L1)Cl] �18.4 1.4 �31.0 11.2
[Cu(L2)Cl]∙∙∙[Cu(L2)Cl] �16.7 �11.7 �17.3 12.2

Fig.8. B3LYP-D3 optimized structure of [Cu(L2)Cl]2 starting from its X-ray coordi-
nates, and of [Cu(L1)Cl]2 starting from the X-ray coordinates of [Cu(L2)Cl]2 after
replacing both SCH2Ph moieties with SCH3 moieties.
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ability of the complexes to behave as catalysts for the catechol oxi-
dase mimetic activity. Accordingly, 1.0 � 10�5 M solutions of the
complexes were treated with a 200-fold concentrated solution of
DTBC, and the spectra were recorded up to 1.5 h in dioxygen satu-
rated methanol at room temperature. The time dependent spectral
changes for a period of 1.5 h after the addition of DTBC are dis-
played in Fig. 9 for 1 and 2. The spectral scan reveals the increase
of the band intensity at ca. 400 nm characteristic of quinine chro-
mophore for both complexes although a blank experiment using
copper chloride salt instead of the complexes did not show signif-
icant spectral growth. These results suggest that 1 and 2 are active
towards the catecholase activity.

The initial rate of reactions versus concentration of the sub-
strate data show a first-order rate dependence on the substrate
concentration at lower concentrations of DTBC but almost zero
order at the higher concentrations (Fig. 10). This observation sug-
gests that quinone formation proceeds through a relatively stable
intermediate, a complex-substrate adduct, followed by the irre-
versible redox transformation of the intermediate at the rate deter-
mining step. In this regard, the Michaelis-Menten model is helpful
to explain the rate saturation kinetics on the concentration of the
substrate. The observed initial rates versus substrate concentration
plot and the Lineweaver–Burk plot for both complexes are shown
in Fig. 11. Analysis of the experimental data produced Michaelis
binding constant (KM) values of 1.733 � 10�4 M for 1 and
1.01 � 10�3 for 2 and Vmax values of 6.999 � 10�8 M s�1 and
2.991 � 10�8 M s�1 for 1 and 2, respectively (Table 5). The turnover
frequency (Kcat) value is obtained by dividing the Vmax by the con-
centration of the catalyst used and is found to be 25.19 and
10.76 h�1 for 1 and 2, respectively. Previous studies on catecholase
activities of copper complexes showed wide range of kcat values 1
to 9471 h�1 [44]. The observed kcat values of 25.19 h�1 for 1 and
10.76 h�1 for 2 are comparable to those with moderate catecholase
activities [54–56].

The mass spectra of complexes with DTBC are performed to
establish the possible mechanism catalytic oxidation. The plausible
catalytic cycle is given in Scheme 2. Mass spectra of monomer (1)
and dimer (2) in CDCl3 show the existence of [ML]+ species which
can be attributed to the formation of the highly solvated interme-
diate product following a dissociative mechanism. The peaks corre-
sponding to [CuL]+ are observed at m/z 287.5 (Fig. S1) and m/z
363.91 (Fig. S2) for 1 and 2, respectively. An intense peak with
m/z value 509 in 1 is also observed which can be assigned as [Cu
(L1)2]+. The formation of stable [Cu(L1)2]+ is the result of the reorga-
nization of [CuL]+ with another ligand unit through solvent dis-
placement mechanism. The intermediate [CuL]+ activates

Fig. 9. The spectral profile showing growth of 3,5-DTBQ at 400 nm upon addition of 0.001 M 3,5-DTBQ to a solution containing 1 (1 � 10�5 M) in methanol. The spectra were
recorded in 5 min time interval in aerobic condition at room temperature.

Fig. 10. Initial rate versus substrate concentration plot for the oxidation of 3.5-
DTBC in air-saturated methanol catalyzed by the complexes at room temperature.
Symbols and solid lines represent the experimental and simulated profiles,
respectively.

Fig. 11. Line weaver–Burk plots for the oxidation of 3,5-DTBC catalyzed by 1 and 2
in methanol. Symbols and solid lines represent the experimental and simulated
profiles, respectively.
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molecular oxygen. In the process of oxygen activation DTBC is
transform to DTSQ (ditertiary butyl semiquinone) (Scheme 2).
The peak corresponding to intermediate adduct [Cu(L)(DTBC)
(O2)] in the course of catalytic transformation are observed in the
mass spectra of 1 and 2 in DTBC at m/z 539.12 (Fig. S4) and m/
z + Na 639.40 (Fig. S5), respectively indicating the adduct forma-
tion between substrate, catalyst, and molecular oxygen. The cate-
cholase activity of 1 is 2.5 times greater than the 2. The low
activity of 2 may be due to the high activation energy required
to form [CuL]+ intermediate breaking a dichloro dimeric structure.
This fact is also supported by the weak dispersion interaction in the
[Cu(L2)Cl] layers due to the largeness of the phenyl moiety of L2.

3.7. Molecular docking study

The binding mode of 1 and 2 with protein surface are shown in
Figs. 12 and 13, respectively where the interactions of 1 and 2 with
protein surface model are shown in Figs. 14 and 15 , respectively.
The results indicate that complexes under investigation are well
fitted in the active pocket of the protein molecule. Complex 1
exerts hydrophobic interaction with THR269, ARG267, VAL251,
ALA249, CYS247, ASP286, VAL287, GLY288 and one hydrogen

bonding interaction with LEU250 base pair of protein chain [57].
The free binding energy with protein is �5.52 kcal/mole and
inhibition constant, Ki = 90.23 mM [at 298.15 K]. The calculated

Table 5
Kinetics data and kcat values of 1 and 2.

Substrate Catalyst Vmax Km Slope Intercept kcat(h�1)

3,5-Di-tButyl catechol [3,5-DTBC] 1 6.9999 � 10�8 1.733 � 10�4 2581.535 1.28699 � 107 25.19
2 2.991 � 10�8 1.01 X 10�3 23346.928 3.73406 � 107 10.76

Scheme 2. Plausible mechanistic pathway for the oxidation of 3,5-DTBC by dioxygen in presence of catalyst complex 1 or complex 2.

Fig. 12. Binding mode of 1 with Truncated ErbB2 Ectodomain. The protein was
shown in surface. Complex was shown in sticks.
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intermolecular energy is �5.82 kcal/mole and summation of vdW,
H-bond and dissolved energy is �5.77 kcal/mol. The electrostatic
energy is calculated to �0.05 kcal/mol where the total internal
energy is �0.04 kcal/mol and the torsional free energy

is + 0.30 kcal/mole with unbound system’s energy is �0.04 kcal/-
mole. Complex 2 also forms hydrophobic interaction with
GLU480, PRO449, ARG478, ASN477, ALA476, THR475, HIS474 and
GLU19 base pair of protein chain. The values of different computed
weak interactions e.g., binding energy with protein (�8.04 Kcal/-
mol), inhibition constant (Ki = 1.28 mM at 298.15 K), intermolecular
energy (�9.83 Kcal/mol), internal energy (�1.3 Kcal/mol), torsional
energy (�1.79 Kcal/mole), and unbound extended energy (�1.3
Kcal/mole) are found in complex 2 with cluster RMS = 0.0 and ref-
erence RMS = 73.35. The docking evaluation of 1 and 2 with the
target enzyme showed that weak interactions like hydrogen bond-
ing and van der Waals forces are mainly responsible. The docking
study could explain the potency of the complexes as an effective
model of catecholase activity.

4. Conclusion

Copper(II) complexes with methyl-2-(1-(pyridin-2-yl)ethyli-
dene)hydrazine-1-carbodithioate (HL1) and benzyl-2-(1-(pyridin-
2-yl)ethylidene)hydrazine-1-carbodithioate (HL2) were synthe-
sized and characterized by IR spectroscopy, X-ray crystallography,
TGA. The stabilities of the monomeric and dimeric structures of
these complexes were investigated computationally at the
UB3LYP-D3 level. The mono nuclear structure of the [Cu(L1)Cl] lay-
ers was found due to strong dispersion interaction between Cl and
CH3 moieties located at different layers. However, this interaction

Fig. 13. Binding mode of 1 with Truncated ErbB2 Ectodomain. The protein was shown in surface. Complex was shown in solid sphere.

Fig. 14. Hydrophobic and hydrogen bond interaction of 1 with truncated ErbB2
Ectodomain protein.

Fig. 15. Hydrophobic interactions of 2 with base pair of Truncated ErbB2 Ectodomain protein chain.

10 A. Santra et al. / Polyhedron 176 (2020) 114277



is hindered in the [Cu(L2)Cl] layers due to the largeness of the phe-
nyl moiety of L2 than the separation between the layers that pre-
vents slide of the layers on top of each other. As a result, the
strong electrostatic interaction between Cu and Cl atoms located
at different layers results in chloro-bridged [Cu(L2)Cl]2 structure.
Both monomeric [Cu(L1)Cl] and dimeric [Cu(L2)Cl]2 complexes act
as a good catalyst to show catechol oxidase mimetic activity in
methanol medium, through a fraction of [CuL]+ species in metha-
nol medium.
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A B S T R A C T

The reaction of S-alkyl/aryl dithiocarbazate functionalized with 2-acetyl pyridine ligands and cadmium chloride
in ethanol leads to the formation of a mono nuclear cadmium(II) complex, [Cd(L1)2] (SP1), (HL1 is S-methyl-2-
(1-(pyridine-2-yl)ethylidene)hydrazine-1-carbodithioate) and a dinuclear dichloro bridged complex, [(L2)Cd(μ-
Cl)2Cd(L2)] (SP2), (L2 is S-benzyl-2-(1-(pyridine-2-yl)ethylidene)hydrazine-1-carbodithioate). The complexes
are characterized by FTIR, single X-ray crystallography and thermogravimetry analysis. Density functional
calculations indicate that different coordination patterns of the complexes with HL1 and HL2 ligands relate with
the available space of the dissociation of CdCl2 in their solutions. Thermochemical destruction of the precursor
complexes at the molecular level fabricated hexagonal CdS nanoparticles where the morphology is guided by the
precursor. In situ generated thiols e.g., CH3SH in case of SP1, and PhCH2SH in case of SP2, internally stabilized
the flower-like and rod shaped CdS structures, respectively. The synthesized nanoparticles were characterized by
powder X-ray diffraction (XRD), scanning electronic microscope (SEM) and energy-dispersive X-ray spectroscopy
(EDAX). The UV–Vis spectroscopic study shows a prominent quantum confinement effect in CdS with a band gap
energy of 2.4 eV and 2.5 eV for SP1 and SP2, respectively. The CdS nanocrystals under investigation degrade
Rose Bengal (RB) dye (96%) under visible light irradiation. A reusability study shows that the CdC nanoparticles
retain their catalytic activity (86%).

1. Introduction

Dithiocarbazate [1–5] and dithiocarbamate (esters of dithioic acid)
[6,7] derivatives are successfully used as single-source precursors (SP)
for the preparation of binary and ternary nanoparticles. The effect of
nuclearity, 3D network arrangements, and different strong and weak
forces in the SP structure might have definite influence on the quality
(shape, size, crystallinity and dispersibility) of the nanoparticles. The
tuning of size and shape of the nanoparticles can be controlled by the
intrinsic structural properties of SP [8,9] in the solvothermal decom-
position method. S-Methyl/benzyl dithiocarbazates have been suc-
cessfully utilized earlier by us to synthesize binary CuS [10,6], PbS
[11,12] and CdS [13–15] and ternary CuInS2 [16,17] nanoparticles

with various morphologies. In order to study the effect of N-heterocycle
rings such as pyridine etc. in the dithiocarbazate unit various metal
complexes are reported [18,19]. Introduction of an N-heterocycle into
the dithocarbazate unit enhances the flexibility and coordinating
properties of the ligand that might improve the quality of the SP in the
particle formation. Dithocarbazates are a class of compounds that have
sufficient flexibility to form monomeric and dimeric compounds.
Monomer formation is very common but dimer formation with dithio-
carbazates is rarely reported in the literature [20]. The stabilization of a
chloro-bridged dimer over the monomer is quite interesting and a
quantum mechanical analysis is opted to understand the SP structure.
In an attempt to obtain hierarchical CdS nanoparticles, we synthesized
two new pyridinyl dithiocarbazate single-source precursors as building
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blocks, namely SP1 [a mono nuclear cadmium(II) complex of methyl-2-
(1-(pyridine-2-yl)ethylidene)hydrazine-1-carbodithioate, [Cd(L1)2] and
SP2, [a dinuclear dichloro bridged complex with benzyl-2-(1-(pyridine-
2-yl)ethylidene)hydrazine-1-carbodithioate, [(L2)Cd(μ-Cl)2Cd(L2)]].
Here we describe the complete structural characterization of the com-
plexes in both solid and solution phase. L1 and L2 tend to include and
exclude the Cl atom from their Cd-complex, respectively. The reason
behind this tendency was investigated through density functional
theory (DFT) calculations. A reasonable explanation for monomer or
dimer formation has been estimated on the basis of the DFT study. We
also report the facile synthesis and characterization of CdS nano-
particles obtained from [Cd(L1)2] and [(L2)Cd(μ-Cl)2Cd(L2)] in a sol-
vothermal process. The as synthesized CdS nanocrystals show excellent
photocatalytic activity for the degradation of RB dyes under visible
light irradiation.

2. Materials and methods

2.1. Chemicals

Cadmium chloride (Merck), 2-acetyl pyridine (Merck), ethylene
diamine (Himedia), ethylene glycol (Himedia), oleic acid (Merck) were
all of analytical grade and used without further purification. The sol-
vent ethanol (Changshu Yangyuan Chemical, China) was dried and
distilled before use.

2.2. Synthesis of cadmium complexes

HL1 and HL2 were synthesized following a method reported earlier
[21]. To prepare the cadmium complex of the ligand HL1 and HL2,
5 mmol (0.92 g) of CdCl2 in ethanolic solution were mixed with
10 mmol (2.25 g) of HL1 and 10 mmol (3.01 g) of HL2 separately in
methanol. The mixtures were refluxed for 3 h and then cooled to room
temperature, which resulted in the precipitation of yellow solid pro-
ducts. The products were filtered and washed using dry ethanol. The
filtrate parts were kept for crystallization and after several days light
yellow crystalline products were obtained. Chemical Formula for SP1:
C18H20CdN6S4, Formula Weight: 561.05, Elemental Analysis, found: C,
38.53; H, 3.59; N, 14.98; S, 22.86. Calculated: C, 38.49; H, 3.56; N,
14.97; S, 22.81. Yield 78%, MP (decomposition temperature) 195 °C,
Λm = 16 Ω−1cm2 mole−1. 1H NMR (d6-DMSO) δ (in ppm): 8.83
(doublet, 2H at C1 & C19), 8.15 (triplet, 2H at C3 and C12 in pyridine
ring), 7.85 (doublet, 2H at C4 & C13), 7.60 (triplet, 2H at C2, C11) in
aromatic pyridine ring, 2.65–2.70 (singlet, 3H at CH3 attached to C]N)
and 2.41–2.49 (singlet, 3H at SCH3). IR frequencies (KBr pellets, in
cm−1): 1421 for ν(CeN), 1578 for ν(C]N), 1417 for ν(NeNeC), 1507 for
ν(CeN) & ν(NeN) mixing and 744 for ν(C]S).

Chemical Formula for SP2: C30H28Cd2Cl2N6S4, Formula Weight:
896.56, Elemental Analysis, found: C, 40.19; H, 3.15; N, 9.37; S, 14.30.
Calculated: C, 40.15; H, 3.12; N, 9.36; S, 14.27. Yield 72%, MP (de-
composition temperature) 220 °C, Λm = 19 Ω−1cm2 mole−1. 1H NMR
(d6-DMSO) δ (in ppm): 8.84 (doublet, 1H at C1), 8.40 (triplet 2H at C3)
7.91 (doublet, 1H at C4), 7.68 (triplet, 2H at C2) in aromatic pyridine
ring, 2.60 (singlet, 3H at SCH2-) and 2.51 (singlet, 3H at CH3 attached
to C]N). IR frequencies (KBr pellets, in cm−1): 1376 for ν(CeN), 1600
for ν(C]N), and 760 for ν(C]S).

2.3. Synthesis of CdS nanoparticles

0.5 mmol (0.28 g) of the respective precursor complex were taken in
20 mL of organic solvent and stirred for 30 min to form a homogeneous
mixture. Ethylene glycol (EG) and ethylene diamine (EN) were used as
solvent in the synthesis procedure. Then the mixture was transferred
into a 50 mL three-necked round bottom flask with a thermo adaptor
and condenser. The reaction vessel was filled with N2 gas and heated at
180 °C with constant stirring. After the reaction time (1 h), yellow

suspended particles were obtained. The reaction was immediately
paused by adding cold ethanol. The particles were separated by cen-
trifugation followed by washing with ethanol 3–4 times. The CdS na-
noparticles were dried in vacuum at 100 °C for 1 h. A similar experi-
ment was performed with oleic acid (OA) at 180 °C to compare the
morphology of nanoparticles (Table 1).

3. Experimental

The elemental analysis (C, H, N, and S) of the complex was per-
formed using a FISONS EA-1108 CHN analyzer. The molar conductance
of the complexes was measured in ethanolic solution with a systronics
model 304 digital conductivity meter. 1H NMR spectra of the ligands
and the complexes were recorded in CDCl3 and d6-DMSO solvent, re-
spectively on a Bruker 300 MHz NMR spectrometer using tetra-
methylsilane (δ = 0) as an internal standard. The FTIR spectra
(4000–500 cm−1) were recorded on a Perkin Elmer Spectrum Two
spectrophotometer. The single-crystal X-ray diffraction data of SP1 and
SP2 was recorded on a Bruker SMART APEX II X-ray diffractometer
equipped with graphite-monochromated Mo-Kα radiation
(λ = 0.71073 Å) and 16 CCD area detector. The intensity data were
collected in the π and ω scan mode, operating at 50 kV, 30 mA at 296 K
[22]. The data reduction was performed using the SAINT and SADABS
programs [23]. All calculations in the structural solution and refine-
ment were performed using the Bruker SHELXTL program [24]. The
structure was solved by the heavy atom method and refined by full-
matrix least-squares methods. All non-hydrogen atoms were refined
anisotropically; the hydrogen atoms were geometrically positioned and
fixed with isotropic thermal parameters. The final electron density
maps showed no significant difference. The thermogravimetry analysis
of the precursors was carried out on a Thermogravimetric Analyzer,
TGA 4000 (Perkin Elmer) at a heating rate 10 °C/min under nitrogen.
UV–Visible absorption spectra were recorded on a Perkin Elmer
Lambda 35 spectrophotometer from 200 to 800 nm at room tempera-
ture and the photocatalytic activity was observed under a 250 W
electric lamp. Powder X-ray diffraction (XRD) data of the NCs was re-
corded using a Seifert XDAL 3000 diffractometer using graphite-
monochromated Cu-Kα radiation (λ=1.5418 Å) with a scan rate of 5°/
min over a range of 20° < 2θ < 60° with steps of 0.02° and a scin-
tillation detector operating at 40 kV and 40 mA. The SEM and FESEM of
the particles were analysed with a JEOL JSM 7600F field emission
scanning electron microscope (FESEM). The EDAX plots were obtained
using an AMETEK Energy Dispersive Analysis System operating at
200 kV at a tilt angle of 15°. All quantum mechanical calculations were
performed with the ORCA 4.0 program package [25,26]. The structures
were optimized with the B3LYP [27–29] density functional by in-
cluding the D3 dispersion correction with Becke–Johnson damping (BJ)
[30] and the effect of methylene solution implicitly through the con-
ductor-like polarizable continuum model (C-PCM) [31]. The def2-TZVP
and its matching auxiliary basis sets were used within the RIJCOSX
approach [32,33]. The photocatalytic activity of the cadmium sulfide
nanoparticles was investigated by various groups [34–36]. As a model
dye, Rose Bengal (RB), was used to study the photocatalytic activity in
visible light irradiation. 50 mL of a 5 × 10−5 M aqueous solution of RB

Table 1
Reaction parameters of CdS nanoparticles synthesis from SP1 and SP2.

SP Solvent Size Shape JCPDS

SP1 EG 15.30 nm Flower like 0041–1049
EN 15.35 nm architecture
OA 15.31 nm

SP2 EG 11.16 nm Rod 0041–1049
EN 11.11 nm
OA 11.15 nm
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in a 100 mL beaker were used for the photo degradation with
15 mg CdS. A 200 W indoor fluorescent lamp was used as the light
source. The concentration of the dye after photocatalytic degradation
was determined with a Perkin Elmer Lambda 35 UV–Vis spectro-
photometer. The reusability studies were performed with CdS collected
and washed from previous experiments.

4. Results and discussion

4.1. General

The 1H NMR spectra of HL1 (Fig. S2) and HL2 (Fig. S3) clearly de-
monstrate that the ligand undergoes a thione-thiol tautomerism in so-
lution (Scheme 1). The peak at about 1.70 ppm in both HL1 and HL2

corresponds to the thiol proton. The disappearance of this peak in the
1H NMR spectrum of the cadmium complexes (Figs. S3 and S4) reveals
that the coordination occurs through the S atom of the ligand. The
aromatic ring protons peaks are mostly observed in the range between
7.70 and 8.70 ppm, and the methyl protons are found at 2.45 ppm in
HL1. The methyl proton of the SCH3 group in HL1 gives a peak at
2.70 ppm and the CH2 moiety of the benzyl group in HL2 appears at
4.60 ppm. The other aromatic protons in both ligands are shifted
downfield, attesting a coordination through the nitrogen atom of the
pyridine ring. A ligand-shared or bridged dimer is formed when the
disposition of the donor atoms on a rigid frame does not allow the
formation of a monomer [36]. Formation of both monomer and dimer
can be possible with sufficient flexibility in the structure of the ligand.
Under identical experimental conditions, cadmium(II) chloride reacts
with HL1 and HL2 producing a monomer and a chloro-bridged dimer,
respectively (Scheme 1). Reported complexes with a similar backbone
furnished mostly monomeric species irrespective of the substitution of
the thiol sulfur atom [37]. S-alkylated dithiocarbazate without any
anchored N-heterocycle produced a dichloro-bridged dimeric cadmium
complex [39]. Isolation of the dichloro-bridged complex with ligand
HL2 containing a large SR group certainly relates to the fact that the
complexes are solid and sufficiently air stable at room temperature. The
decomposition of the reported complexes started near 200 °C. The
complexes are suitable single source precursors to synthesize CdS na-
nocrystals in a solvothermal process. The conductance values of the
complexes are very low, supporting the non-ionic and first order inner
metallic nature of the complexes. Studies on the preferential monomer
and dimer formation might provide meaningful information about the

structure and stability of the complexes. A similar observation was also
made in the reaction of HL1 and HL2 with copper(II) chloride. Earlier it
was observed that the cadmium(II) complex of S-methyl dithiocarba-
zate produced spherical nanoparticles irrespective of the solvent, and
the cadmium(II) complex of S-benzyl dithiocarbazate produced rod-
shaped CdS nanocrystals.

The isolated ligands and their cadmium(II) complexes were char-
acterized using FTIR spectroscopy and mass spectrometry. The FTIR
spectra of the free ligands and the corresponding cadmium complex are
shown in Fig. S1 and Table S1.

4.2. Thermogravimetric analysis

A thermogravimetric analysis (TGA) of SP1 and SP2 was performed
to check their suitability as single-source molecular precursors for CdS
nanoparticles. The TGA curves of HL1, HL2, SP1 and SP2 are given in
Fig. 1. Both the ligands decompose earlier than the corresponding
complexes. Two steps of decomposition occur both in HL1 and HL2

involving a huge mass loss, which amounts to about 70% in the first
step of decomposition and be attributed to the loss of the dithiocarba-
zate unit of the ligand. The precursor complex has a higher decom-
position temperature than the corresponding ligands. The decomposi-
tion patterns of SP1 and SP2 are very similar. The decomposition of SP1
starts at 250 °C and about 34.5% of the mass loss occurs between 250
and 350 °C, which is due to the loss of two units of NHC(S)SMe (calcd.
212.3). The remaining organics attached to the central atom evaporate
in the last step of decomposition (39.3%) between 400 and 850 °C,
accompanied by the formation of CdS (26.2%). Similarly, a two-step
decomposition of SP2 is observed, in which the first step mass loss
(about 35.3%) is due to the combined loss of SCH2Ph and Cl from each
ligand.

The residual mass at 850 °C corresponds to 2CdS (37.2%) and is
little bit higher than the calculated value of 33%. This suggests that
small organic molecules are still embedded at 850 °C. On the basis of
the TGA results, it is quite reasonable that both the precursors are
suitable for the preparation of CdS nanocrystals. Depending on the TGA
results, the solution decomposition temperature was adjusted at 160 °C
using coordinating solvents such that the stability of the coordinate
bonds decreases significantly towards the nucleation of the CdS par-
ticle. Qualitatively, it can be inferred that the multistep decomposition
of the precursor generally facilitated an anisotropic growth of crystal-
lites where a single step clean decomposition favors an isotropic growth

Scheme 1. Reaction path for the formation of SP1 and SP2.
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of the particles [7]. In the present study, both SPs follow a multistep
thermal decomposition, which might lead to an anisotropic growth of
crystallites.

4.3. Single crystal X-ray crystallography

The solid-state structures of the complexes were characterized by
single crystal X-ray crystallography to confirm the molecular structures
of precursor complexes. The ORTEP diagrams with atom numbering
scheme of SP1 and SP2 are shown in Figs. 2 and 3, respectively. Pre-
cursor SP1 is monomeric whereas SP2 is a dimeric chloro-bridged
complex crystallizing in the triclinic Pī space group. The coordination
geometry around the Cd-atom is octahedral with an N2N2S2 chromo-
phore of deprotonated L1 with the participation of two ligands in
complex SP1. Ligand HL1 acts as uninegative point charge via thiolato-S
bonding to the cadmium center. Cadmium(II) is coordinating as a

tridentate donor through its N-atoms the and thiolato-S, resulting in the
neutral complex [Cd(L1)2]. In SP1, the chelate bite angles N(1)–Cd–N
(2), S(1)–Cd–N(2), S(3)–Cd–N(5) and N(4)–Cd–N(5) are 74.87(4)°,
67.96(5)°, 73.23(4)° and 67.55(5)°, respectively. These angles are much
smaller than the ideal octahedral angle (90°). The other two angles, i.e.
N(1)–Cd–N(4) [90.17(5)°] and S(1)–Cd–N(4) [94.01(4)°] are close to
the ideal octahedral angle. The low bites angles in the complex may be
due to the closeness of the coordinating N and S atoms to facilitate the
formation of 5–membered chelate rings. The bite angles S(1)–Cd–S(3)
[101.59(2)°], N(2)–Cd–N(4) [110.02(5)°] and S(1)–Cd–N(5)
[137.98(4)] reveal an out-of-plane position of the two pyridine rings
from two adjacent ligands, exerting less steric crowding. In SP2, two Cd
(II) centers are doubly bridged with Cl atoms and five coordinated with
each unit of deprotonated L2 (Fig. 3). The distance between the Cd
centers is found to be 3.664 Å. The bite angles N(1)-Cd-N(2) and S(1)-
Cd-N(2) are 69.77(5) and 76.52(4), respectively. The bridged chlorido

Fig. 1. Thermal decomposition pattern of SP1 and HL1 [A]; SP2 and HL2 [B].

Fig. 2. ORTEP diagram of precursor SP1.
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ligands are perpendicular to the basal ligand metal plane, where the Cl
(1)-Cd-Cl(1) angle is 89.23(1), which is very close to 90°. The two
benzyl groups of two adjacent ligands are out of plane with respect to
the remaining part, resulting in a decreased steric effect. The complex
crystallizes in the centro-symmetric space group Pī in a triclinic unit
cell. The crystal parameters and selected bond length/angles are pre-
sented in Tables 2 and 3, respectively.

4.4. Computational study

As seen in Scheme 1, two deprotonated ligands (HL1) coordinate
directly to a single Cd atom ([L1CdL1]) while the Cd complex of de-
protonated ligand HL2 is the dimeric CdCl-bridged [L2CdCl]2. To shed
light into the difference in the complex formation mechanisms of the
deprotonated HL1 and HL2 ligands with Cd, we considered the model
[L1(CdCl)2]2+ and [L2(CdCl)2]2+ complexes and investigated the first
step in the dissociation of CdCl2 from these structures. For this purpose,
we scanned the relaxed potential energy surfaces of these complexes in
methanol by taking the Cd1–Cl1 bond (Fig. 4) as a reaction coordinate
at the B3LYP-D3/def2-TZVP level. The structures of the reactant,
transition state, and product are shown in Fig. 4. In the reactant com-
plex (see left panel of Fig. 4), Cd1 atom is coordinated to deprotonated
HL1 and deprotonated HL2 through the two N atoms and one sulfur
atom (S1), as in SP1 and SP2. The increase in the distance between this

Fig. 3. ORTEP diagram of precursor SP2.

Table 2
Crystal refinement parameters of SP1 and SP2.

SP1 SP2

CCDC 1,833,373 1,833,375
Moiety formula C18H20CdN6S4 C30H28Cd2Cl2N6S4
Mr 561.05 896.52
a(Å) 7.6582(4) 9.1658(5)
b(Å) 10.6878(5) 9.2721(5
c(Å) 13.9776(6) 10.7922(6)
α(°) 99.199(2) 72.562(2)
β(°) 95.857(2) 74.696(2)
γ(°) 97.625(2) 72.819(2)
Crystal system Triclinic Triclinic
Temperature 150 K 150 K
Volume (Å3) 1110.44(9) 820.36(8)
Space group Pī Pī
Z 2 1
F (0 0 0) 564.0 444.0
Dcalc (g cm−3) 1.678 1.815
Absorption coefficient/μ(mm−1) 1.377 1.746
h,k,l 10,14,19 12,12,14
2θ 58.38 58.42
Reflections I > 2σ(I) 5289 4126
Total reflections I > 2σ(I) 5998 4436
R1(I > 2σ(I)) 0.0210 0.0180
wR2(all reflections) 0.0502 0.0442

Table 3
Selected bond angles (in °) and bond lengths (in Å) of the complexes.

SP1 SP2 SP1 SP2

Atoms Angle(°) Atoms Angle(°) Atoms Length(Å) Atoms Length(Å)

S1–Cd–S3 101.59(2) Cl1-Cd-S1 110.10(2) Cd–S1 2.5821(6) Cd–Cl1 2.5711(4)
S1–Cd–N1 141.67(4) Cl1-Cd-N1 99.44(4) Cd–S3 2.6207(5) Cd–S1 2.5125(5)
S1–Cd–N2 74.87(4) Cl1-Cd-N2 117.59(4) Cd–N1 2.425(1) Cd–N1 2.340(2)
S1–Cd–N4 94.01(4) Cl1-Cd-Cl1 89.23(1) Cd–N2 2.359(2) Cd–N2 2.316(1)
S1–Cd–N5 132.35(4) S1-Cd-N1 142.74(4) Cd–N4 2.401(1) Cd–Cl1 2.5766(4)
S3–Cd–N1 100.43(3) S1-Cd-N2 76.52(4) Cd–N5 2.361(2) Cl1–Cd 2.5766(4)
S3–Cd–N2 111.66(4) S1-Cd-Cl1 107.27(2) S1–C8 1.727(2) S1–C8 1.736(1)
S3– Cd–N4 137.98(4) N1-Cd-N2 69.77(5) S2–C8 1.756(2) S2–C8 1.759(2)
S3–Cd–N5 73.23(4) N1-Cd-Cl1 95.00(4) S2–C9 1.804(2) S2–C9 1.820(2)
N1–Cd–N2 67.96(5) N2-Cd-Cl1 150.41(4) S3–C17 1.729(2) N1–C1 1.340(2)
N1–Cd–N4 90.17(5) C8-S2-C9 103.71(8) S4–C17 1.755(2) N1–C5 1.355(2)
N1–Cd–N5 84.12(5) C1-N1-C5 119.0(1) S4–C18 1.795(2) N2–N3 1.384(2)
N2–Cd–N4 110.02(5) N3-N2-C6 118.2(1) N1–C1 1.333(2) N2–C6 1.290(2)
N2–Cd–N5 152.06(5) N2-N3-C8 112.9(1) N1–C5 1.354(2) N3–C8 1.307(2)
N4–Cd–N5 67.55(5) N1-C1-C2 122.9(2) N2–N3 1.386(2) C1–C2 1.388(3)
C1–N1–C5 118.5(1) N1-C5-C4 121.0(1) N2–C6 1.291(2) C2–C3 1.382(2)
N3–N2–C6 116.2(1) N1-C5-C6 117.3(1) N3–C8 1.305(2) C3–C4 1.393(3)
N2–N3–C8 114.0(1) C4-C5-C6 121.6(1) N4–C10 1.333(2) C4–C5 1.392(3)
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Cd1 atom and its bound Cl1 atom is associated to the cleavage of this
bond and to the rotation of the CdCl2 plane by about 90° such that the
Cd2–S2 bond is formed and the environment around the Cd2 atom,
coordinated to S1, S2, Cl1 and Cl2, becomes distorted tetrahedral in the
product complex. The transition state connecting the reactant and
product is only 15.4 and 16.0 kcal/mol above the reactant for the
complexes with deprotonated HL1 and deprotonated HL2, respectively.
Therefore, the cleavage of the Cd1–Cl1 bond is energetically facile in
methanol with both HL1 and HL2. However, the Cd1–Cl1 distance of the
transition state structure is smaller with HL1 (4.3 Å) than with HL2

(5.9 Å). Therefore, the rotation of the CdCl2 moiety starts at a shorter
distance in the Cd complex of HL1 having a small-sized S2-Me moiety.
The large S2-Ph moiety of HL2 prevents rotation of the closely-posi-
tioned CdCl2 moiety.

Therefore, CdCl2 must move away from the bulky body of the
phenyl ring of HL2 to be able to rotate for the formation of the product
complex. Considering that the solution contains several other L2 li-
gands, CdCl2 could not be such flexible. These computational experi-
ments in methanol solution indicate that CdCl2 can effectively dis-
sociate from the structure containing HL1 to form the [L1CdL1] complex
while the bulky phenyl group of HL2 is more protected against removal
of CdCl2 from the structure. Therefore, with HL2, the [L2CdCl]2 complex
is formed. The computational study proves that the ligand substitution
plays a major role in the formation of the dinuclear complex.

4.5. XRD study

Thermogravimetric analyses give a direction about the suitability of
the complexes to act as precursors for the synthesis of CdS nanocrystals.
Using these precursors, CdS nanocrystals were synthesized in a sol-
vothermal synthesis process using the solvents ethylene glycol and
ethylene diamine. The crystalline phase of the prepared CdS nano-
crystals was characterized by powder X-ray diffraction (XRD) as shown
in Fig. 5. The diffraction patterns of the samples are indexed to the
Wurtzite (hexagonal) phase of CdS with characteristic (1 0 0), (0 0 2),
(1 0 1), (1 0 2), (1 1 0), (1 0 3), (1 1 2), and (2 0 1) peaks (JCPDS
number 041–1049). The sharp peaks in the XRD patterns of the samples
obtained from EG and oleic acid (OA) at 160 °C growth temperature
reveal the crystallinity and narrow size distribution of the particles
[8,15–17]. The strong and sharp diffraction peak at 2θ = 23° corre-
sponding to the (1 0 0) plane has been used to determine the grain
diameter using the Debye–Scherrer equation, D = 0.9λ/βCosθ, where

D is the grain size, λ is X-ray wavelength (1.5418 Å), β is the full width
at half maximum (FWHM) in radian and θ is the Bragg’s angle in de-
gree. The calculated grain diameter of the CdS nanocrystals are 15.3 nm
and 11.16 nm for the samples prepared from precursors SP1 and SP2,
respectively, using OA.

4.6. SEM and EDX analysis

The morphology and size of the CdS nanoparticles prepared from
SP1 and SP2 using different solvents were investigated by SEM. As
shown in Fig. 6, the monomer SP1 produced an irregular rod-shaped
architecture of CdS nanoparticles in EG (Fig. 6a) and EN (Fig. 6c). The
rods are quite agglomerated into a flower-like structure comprising of
numerous hollow spaces which may be responsible for their efficient
catalytic properties. The CdS nanoparticles derived from SP1 in OA are
distinctly rod-shaped with a diameter of 50–60 nm. The distinct dis-
persibility of the nanorods in the present case might be due to the
higher surface-passivating property of OA than EG/EN. The mor-
phology of the CdS nanoparticles obtained from SP2 in EG (Fig. 6b) is
quite interesting and the low magnification SEM image shows that the
nanoparticles consist of a well-dispersed irregular array of nanorods
with a diameter range of 20–30 nm. A 3D hexagonal disk architecture
with a width range 25–30 nm is observed in the sample obtained from
SP2 in OA (Fig. 6f). The dimension of the CdS discs from OA is quite
high compare to the hexagonal rods from EG. Interestingly, the ther-
molysis of SP2 in EN produced a flower-like nano architecture with a
high level of porosity. It is interesting to note that both SP1 and SP2
produce anisotropic CdS nanoparticles with irregular arrangements.
The quality arrangement of anisotropic CdS is obtainable in the pre-
sence of an external capping agent (OA) which suggests that the metal-
chalcogen bond template is a softer structure-directing agent than OA.
In our previous report, the dimeric SP of S-benzyl dithiocarbazate
produced distinct CdS rods [38]. Incorporation of the pyridyl group in
S-benzyl dithiocarbazate forming dimeric SP2 might have a different
effect on particle nucleation and growth. Notably, the particles in all
cases have a high level of porosity to act as catalyst. Furthermore, an
increase in the hydrothermal synthesis temperature to 200 °C results in
products whose morphology is nearly the same as that obtained at
160 °C. These observations suggest that there is no prominent effect of
temperature on CdS growth.

A rational formation mechanism of CdS has been proposed on the
basis of the experimental results (Scheme 2). Generally, isotropic

Fig. 4. Cleavage of the CdCl bond in the model complexes of deprotonated (a) HL1 (b) HL2 coordinated to [(CdCl)2]+2 in methanol.
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growth occurs in the SP method using an additional structure-directing
agent (e.g., HPA etc.) [7]. Later on, it has been shown that the SP itself
has the inherent property to control the shape of the particle [8,40–42].
In the present method, the SP can be regarded as a microreactor for the
CdS synthesis. In the process, thermal energy weakens the bonds in the
coordination sphere and a structural rearrangement occurs without
dissolution. The seed nanocrystals of CdS are formed following the di-
rection of the metal-sulfur template in the nucleation stage. Being a
dimer, SP2 provides sufficient space in the lattice domain of the mo-
lecule to orient or attach internally a seeded CdS particle in a fashion
similar to the Cd–S bond template. Further growth of the nanoparticles
follows the oriented attachment, which forms a 1D rod-like structure
progressively as shown in Scheme 2. On the other hand, in SP1 the
localization of the Cd and S atoms in the unit lattice provides an or-
ientation of CdS seeds in such a way that the seeded nanoparticles at-
tache themselves to grow further in all directions (x, y and z axes),
forming a 3D flower-like architecture (Scheme 2).

In addition, to determine the crystallinity and the atomic ratio, an
energy-dispersive X-ray spectroscopy (EDX) analysis of CdS NCs was
performed. The EDX results confirm that the elemental composition of
Cd:S ≈ 1:1 and no precursor element or impurity remains after the
reaction [Fig. 7].

4.7. UV–VIS spectral analysis

The optical properties of the CdS nanoparticles are illustrated by a
UV–Vis absorption spectra analysis. Dispersed CdS nanoparticles in
ethanol, grown from SP1 in EG, show an absorbance throughout the
entire visible region [Fig. 8(a)]. A similar feature is also observed for
the sample obtained from SP2 in EG [Fig. 8(b)]. The band gap plots of
(αhυ)2 vs. E(=hυ) show the band gaps between the conduction and
valence band appearing at 2.4 eV and 2.5 eV in SP1 and SP2, respec-
tively, [inset of Fig. 8] indicating an absorptivity in the solar spectrum
and a quantum confinement effect in the structure.

Fig. 5. XRD patterns of the CdS nanoparticals prepared from SP1 (a) and SP2 (b) using OA.

Fig. 6. SEM images of the prepared CdS nanocrystals [a and b from SP1 and SP2 using EG, respectively, c and d from SP1 and SP2 using EN, respectively, and e and f
from SP1 and SP2 using OA, respectively.]
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4.8. Photocatalytic activity

The synthesized semiconducting CdS NCs have been used as cata-
lysts for photodegradation under visible light. The catalytic perfor-
mance was examined by photo degradation of RB under visible light
illumination. We have chosen Rose Bengal (RB) as a model dye to test
the photocatalytic activity. This dye is used largely by textile industries.

The time-dependent VU-VIS spectral change of an RB solution in the
presence of CdS nanocrystals under the irradiation of visible light for
90 min is given in Fig. 9. The solutions were stored in the dark to attend
the adsorption/desorption equilibrium for 40 min. Next, the solutions
were exposed to visible light with magnetic stirring. At a certain time
interval, 3 mL of solution were centrifuged and the supernatants ad-
sorption was measured in a UV–Vis spectrophotometer. The char-
acteristic absorption peaks at 540 nm for the RB solution gradually
decreased with irradiation time. After 90 min reaction time, no new
absorption peaks appeared, but the characteristic absorption bands of
the dyes disappeared, suggesting a complete photo degradation of RB.
In order to determine the kinetics of the photo degradation, we plotted
ln(Ct/Co) vs. irradiation time according to the equation ln(Co/Ct) = kt,
where Co is the initial concentration of the aqueous solution, Ct is the
concentration at time t and k is rate constant for the reaction (Figs. 10
and 11). The measured k value is 3.5 × 10−3 min−1 for the photo
degradation of RB, indicating pseudo first order kinetics.

5. Conclusion

Both dichloro-bridged and chloro-unbridged CdII complexes of
pyridinyl dithiocarbazate were synthesized varying the substitution in
the ligand’s arm. The molecular structures of the complexes were stu-
died by single crystal X-ray analysis. The ligand bearing a bulky benzyl
prefers to form a chlorido-bridged dimer structure whereas the un-
bridged structure is stabilized with a methyl substitution of the ligand.
Different coordination patterns of the Cd complexes with HL1 and HL2

ligands were investigated through DFT model studies. DFT calculations
indicate that the [L1CdL1] complex can be effectively formed through
the dissociation of CdCl2 from the structure while the bulky body of the
phenyl group in the HL2 ligand hinders a dissociation of CdCl2 from the
structure, leading to the formation of the [L2CdCl]2 complex. The
complexes are suitable for the production of high quality CdS nano-
particles as evidenced by their low decomposition temperature. The
particle growth is governed by the metal-chalcogen bond template of
the SPs. The dichloride-bridged dimer produces rod-shaped anisotropic
CdS, whereas the unbridged monomer produces isotopic a 3D cluster of
CdS. The synthesized CdS nanoparticles profoundly degrade Rose
Bengal dye (96%) under visible light irradiation. A reusability study
shows that the catalytic activity of the CdS nanoparticles is retained up
to two cycles (86%).

Scheme 2. Different modes of oriented attachment.

Fig. 7. EDX analysis of CdS NCs prepared from SP1.
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Appendix A. Supplementary data

CCDC 1833373 and 1833375 for compound SP1 and SP2, respec-
tively. Crystallographic data can be obtained free of charge on appli-
cation to CCDC, 12 Union Road, Cambridge CB2 1EZ, UK, fax: (+44)
1223 336033, e-mail: deposit@ccdc.cam.ac.uk. The computational

Fig. 8. UV–Vis spectra of CdS NCs prepared from SP1 (a) and SP2 (b); inset band gap (αhν)2 vs. hν plot of the respective samples.

Fig. 9. UV–Vis spectral changes during the photodegradation of Rose Bengal
dye in the presence of CdS nanoparticles prepared from SP1.

Fig. 10. Photodegradation of Rose Bengal dye [Ln(Ct/C0) vs Irradiation time]
under different conditions.

Fig. 11. Logarithmic change of the relative concentration of Rose Bengal dye
with catalyst CdS from SP1 (a) and CdS from SP2 (b) as a function of irradiation
time under different conditions.
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structures are provided.
Supplementary data to this article can be found online at https://

doi.org/10.1016/j.ica.2019.119315.
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Arsenic-induced immunomodulatory effects disorient the survival-
death interface by stabilizing the Hsp90/Beclin1 interaction
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h i g h l i g h t s g r a p h i c a l a b s t r a c t

� Arsenic causes cellular disorganiza-
tion of thymocytes and splenocytes.

� ROS has a key role in mediating the
cytotoxicity of sodium arsenite in the
immune organs.

� High level of ROS stimulates auto-
phagic/apoptotic pathways respon-
sible for inducing cell death.

� Hsp90 protein plays a crucial role in
Beclin-1 stabilization and upregula-
tion of autophagy upon arsenic
exposure.
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a b s t r a c t

Ground water arsenic contamination is a global menace. Since arsenic may affect the immune system,
leading to immunesuppression, we investigated the effects of acute arsenic exposure on the thymus and
spleen using Swiss albino mice, exposed to 5 ppm, 15 ppm and 300 ppm of sodium arsenite for 7 d. Ef-
fects on cytokine balance and cell survivability were subsequently analyzed. Our data showed that
arsenic treatment induced debilitating alterations in the tissue architecture of thymus and spleen. A
dose-dependent decrease in the ratio of CD4þ-CD8þ T-cells was observed along with a pro-inflammatory
response and redox imbalance. In addition, pioneering evidences established the ability of arsenic to
induce an up regulation of Hsp90, eventually resulting in stabilization of its client protein Beclin-1, an
important autophagy-initiating factor. This association initiated the autophagic process, confirmed by co-
immunoprecipitation assay, acridine orange staining and Western blot, indicating the effort of cells
trying to survive at lower doses. However, increased arsenic assault led to apoptotic cell death in the
lymphoid organs, possibly by increased ROS generation. There are several instances of autophagy and
apoptosis taking place either simultaneously or sequentially due to oxidative stress. Since arsenic is a
potent environmental stress factor, exposure to arsenic led to a dose-dependent increase in both auto-
phagy and apoptosis in the thymus and spleen, and cell death could therefore possibly be induced by
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autophagy. Therefore, exposure to arsenic leads to serious effects on the immune physiology in mice,
which may further have dire consequences on the health of exposed animals.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

An interminable conflict exists within cells while they respond
to different kinds of stress, which range from activation of com-
ponents that promote cell survival to eliciting programmed death
pathways to eliminate damaged cells (Kasprowska-Li�skiewicz,
2017). While the initial cellular response to a stress is to defend
against and recover from the insult, the cells are eventually coerced
to activate death signaling pathways if the magnitude of stress is
unresolved (Navarro-Yepes et al., 2014). Therefore, survival of a cell
critically depends on its ability to construe an appropriate response
towards an environmental or intracellular stress stimuli and the
adaptive capacity of a cell will ultimately determine its fate
(Orrenius et al., 2011). The concerted mechanisms by which a cell
may eventually die, that is, apoptosis, necrosis, or autophagy-
induced apoptosis, often depends on its ability to cope with the
conditions to which it is exposed (Chatterjee et al., 2014). Molecular
epidemiologic studies have substantiated that several environ-
mental factors, such as tobacco, infections, radiation and most
prominently, heavy metal pollution, are the major causes of human
diseases and disorders (Anand et al., 2008; Ren et al., 2011). The risk
of being affected by these factors depends on an individual's ge-
netic makeup and acquired susceptibility to environmental factors,
specifically heavy metal pollution (Ahsan et al., 2007; Faita et al.,
2013). It is nevertheless debatable if exposure to heavy metals
would cause curable physiological disorders or lead to something
more critical like cancer, and the precise activation of intracellular
components controlling such a decision is yet to be discerned. This
also raises questions regarding themolecular mechanisms involved
in a switch from pro-survival to pro-death signaling. Therefore,
whether a cell affected by heavy metal toxicity will die or acquire
changes that will lead to its unregulated proliferation is an unre-
quited question and challenges a fine balance between components
which control the cell survival and death pathways.

Arsenic, a heavy metal toxicant known to cause organ toxicity
(Chatterjee and Chatterji, 2010; Noman et al., 2015; Chen et al.,
2001), may trigger malignant transformation either by inducing
the expression of proinflammatory chemokines (Li et al., 2017; Shao
et al., 2018) or by inducing ROS generation (Chatterjee and
Chatterji, 2017). Under heavy metal-induced stress conditions,
cells initially adopt several adaptive alternatives, such as auto-
phagy, to protect against cell death (So et al., 2018). In normal cells,
basal levels of autophagy help the cells adapt to the environment;
however, excessive autophagy eventually triggers autophagy-
induced cell death (Das et al., 2012). The molecules associated
with autophagy and apoptosis are regulated by molecular chaper-
ones, which prevent protein unfolding, and regulate diverse bio-
logical processes by maintaining the stability of its client proteins
(Cattaneo et al., 2012). Exposure to arsenic is known to trigger heat
shock proteins (HSPs), which play important roles in immunomo-
dulation and apoptosis (Banerjee et al., 2015). A critical balance in
the interactions of autophagy-inducing proteins with molecular
chaperones may play an important role in skewing the survival
versus death response in cells exposed to arsenic. However, the role
of Beclin 1 in heavy metal toxicity and the interaction between Hsp
90 and Beclin 1 is yet to be elucidated. Several studies have
demonstrated that arsenic induces apoptosis in different tissues

(Chatterjee and Chatterji, 2017; Choudhury et al., 2016; Htike et al.,
2016); however, the mechanism involving autophagy and
autophagy-induced apoptosis in the thymus and spleen, which
regulates the pro- and anti-inflammatory cytokine balance in the
body, needs to be discerned. The present study intends to deter-
mine the toxic effects of arsenic exposure on immune-organs and
delineate the critical resolution of cell survival versus death
mechanisms in response to arsenic-mediated stress. This study will
identify that arsenic-induced toxicity stimulates an immuno-
inflammatory change due to modulation of the T-cell population,
and although activation of the Hsp90-mediated autophagic ma-
chinery occurs as an initial survival mechanism, finally the thymic
and splenic cells progressed towards apoptosis. Eventually, new
insights into the mechanistic basis of response to heavy metals like
arsenic will generate novel perspectives for the development of
targeted treatment approaches and specific drug discovery.

2. Materials and methods

2.1. Chemicals and kits

Natrium-meta-arsenite (NaAsO2) was obtained from Merck
(Germany). FITC Annexin Apoptosis Detection kit was purchased
from Bio Legend (USA), Acridine Orange, DCFDA from Abcam, (UK).
Multianalyte ELISArray kit from Qiagen (USA), Cleaved PARP, Akt,
Akt1 (phosphoT450), mTOR antibodies were procured from Abcam
(UK). Hsp90, Beclin1, LC3, Bax, Bcl2, p53 and phospho-mTOR an-
tibodies and horseradish peroxidase-conjugated secondary anti-
bodies were obtained from Santa Cruz Biotechnologies (USA).
DTNB, reduced glutathione (GSH), pyrogallol, Trizma, glycine, so-
dium chloride, sodium dodecyl sulphate were all obtained from
Sigma Aldrich (USA). Protein A/G plus Agarose was obtained from
Santa Cruz Biotechnologies (USA). Optiblot ECL detect kit was
purchased from Abcam (UK). Cedarwood oil and D.P.X. mountant
for microscopy were bought fromMerck (Germany). Paraplast high
melt tissue embedding medium was obtained from Leica bio-
systems (Netherlands). Prism ultra protein ladder was obtained
from Abcam (UK).

2.2. Animals

All animal experiments were done in accordancewith Principles
of Laboratory Animal Care (NIH Publication No 85-23, revised in
1985) and approval of the of the Institutional Animal Ethical
Committee, Government of India (Registration Number 885/ac/05/
CPCSEA). Specific Indian Laws of Animal Protection (ILAP) were
followed throughout the experimental schedule. Swiss albino mice
(male) were maintained under controlled conditions (25± 2 �C
temperature, 50± 15% RH and normal photoperiod of 12 h dark and
12 h light) throughout the experiment. The animals were fed with
food pellets and water ad libitum and allowed to acclimatize to the
laboratory environment a week prior to the commencement of the
experiments.

2.2.1. Selection of the dose of arsenic
Sodium arsenite was administered via drinking water. The mice

were randomly divided into different groups, each containing six
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animals (n¼ 6). The groups were treated as follows: Group I
(control group, received arsenic-free water), Group II (5 ppm
arsenic), Group III (15 ppm arsenic), Group IV (300 ppm arsenic).
Animals were exposed to arsenic for 7d, after which they were
euthanized. Tissues and blood were harvested for subsequent
experiments.

2.2.2. Tissue and blood collection
Tissues were collected and washed in 0.9% (w/v) cold normal

saline. Small representative tissue slices were processed for histo-
logical studies, scanning electron microscopy (SEM), transmission
electron microscopy (TEM) and protein purification. Serum was
isolated for ELISA.

2.3. Histology and morphometric analysis

Spleen and thymus from control and treated animals were fixed
in Bouins’ fluid. For histological studies, 5m paraffin sections were
stained by hematoxylin-eosin double staining procedure
(Chatterjee and Chatterji, 2011) and observed under a light mi-
croscope (Dewinter Optical Inc., India). The stained sections were
subjected to morphometric analysis using the Dewinter Caliper Pro
software.

2.4. Scanning electron microscopy

Spleen and thymus were dissected, cut into small pieces
(1mm� 1mm) and fixed by immersion in 2.5% glutaraldehyde
with 0.2M phosphate buffer for 2 h at 4 �C. Tissues were cut into
small pieces and fixed overnight. Fixed tissues were washed three
times with 0.2M phosphate buffer. Tissues were subsequently
dehydrated through ascending grades of ethanol, placed in chilled
acetone, and air dried overnight. After critical point drying, the
tissues were coated with gold in a Sputter Coater (Quorum
Q150TES) and finally viewed by SEM (Choudhury et al., 2016) (Zeiss
EVO-18-Special edition, Germany).

2.5. Transmission electron microscopy

This study focused on alterations in arsenic exposed and control
spleen and thymus tissues of mice, with particular reference to the
sub-cellular organelles viz lysosomes, endoplasmic reticulum,
mitochondria and nucleus. Small pieces of tissues (thymus/spleen)
were cut and the tissue samples fixed in 2.5% glutaraldehyde and
2% paraformaldehyde in 0.1M sodium phosphate buffer (pH 7.3) for
12 h at 4 �C. After washing, the samples were fixed in 1% OsO4 for
1 h at 4 �C. The samples were dehydrated in ascending grades of
acetone, infiltrated and embedded in araldite CY 212 (TAAB, UK).
Thin Sections (1 mm)were cut with an ultramicrotome, mounted on
to glass slides, stained with aqueous toluidine blue and observed
under a light microscope for gross observation of the area and
quality of the tissue fixation. To have a random, unbiased, and
global view of the thymus and spleen samples studied, several
small pieces of tissue were prepared from each block, and finally
one sample was selected at random for embedding. Ultrathin sec-
tions were cut from each of the blocks and placed on copper grids.
For electron microscope examination, thin sections of grey-silver
colour interference (70e80 nm) were cut and mounted onto 300
mesh-copper grids. Sections were stained with alcoholic uranyl
acetate and alkaline lead citrate, washed gently with distilled water
and observed under a Morgagni 268 D transmission electron mi-
croscope (Fei Company, The Netherlands) at an operating voltage of
80 kV. Images were digitally acquired by a CCD camera (Megaview
III, Fei Company) using iTEM software (Sift Imaging System,
Münster, Germany) attached to the microscope.

2.6. Flow cytometric detection of cell surface receptors

The thymus and spleen were harvested and single cell suspen-
sions were prepared by gently teasing the respective tissues in
sterile PBS. The single cells were passed through a nylon mesh
(pore size 40 mm) and washed thrice. For determination of the
surface receptors CD4þ and CD8þ, the cells were incubated with
corresponding antibodies at a concentration of 1 mg/ml in PBS
containing 1% BSA for 1 h. After incubation, the cells were washed
and analyzed by flow cytometry (BD FACS Verse, USA). A total of
10,000 events were acquired (Choudhury et al., 2016). The experi-
ment was repeated thrice for statistical significance.

2.7. Cytokine analysis

Analyses of cytokines in serum of arsenic-treated and control
mice were carried out using the Multi-analyte ELISArray Kit, ac-
cording to the manufacturer's protocol (Qiagen MEM-004A, USA),
using the standard sandwich-based ELISA technique. Briefly, sam-
ples were prepared, added to each well of the ELISArray plate and
incubated for 2 h. Plates were incubated with antibody solution for
1 h, followed by 30min in Avidin-HRP conjugate. The wells were
washed and incubated for 15min in the dark with development
solution. Finally, the stop solution was added and OD measured in
an ELISA plate reader (Biorad iMark Microplate Reader, USA) at
450 nm and 595 nm.

2.8. Estimation of intracellular ROS generation

Intracellular ROS was measured using the oxidation sensitive
fluorescence probe, 20,7' -dichlorofluorescein diacetate (DCFDA).
DCFDA is deacetylated by intracellular esterase, which is further
oxidized by ROS to the fluorescent compound 20, 70- dichloro-
fluorescein (DCF). Cells from the thymus and spleen of arsenic-
exposed and unexposed mice were resuspended in PBS. 20 mM
DCFDAwas added and incubated for 30min at 37 �C. The cells were
placed on ice for 10min. DCF fluorescence was detected by FACS
scan flow cytometer at 530 nm (BD Accuri, BD Biosciences, USA)
and analyzed using the BD ACCURI C6 software (Chatterjee and
Chatterji, 2017).

2.9. Estimation of ROS scavenging enzymes

Catalase (CAT) activity in thymocytes and splenocytes was
evaluated spectrophotometrically from cell lysates at 240 nm,
based on the decomposition of H2O2 to H2O and O2 by CAT present
in the cell lysates at 240 nm and was expressed as U/mg of protein
(Claiborne,1985). Superoxide dismutase (SOD) activity was assayed
from cell lysates of splenocytes and thymocytes, based on the auto-
oxidation rate of pyrogallol at 420 nm and inhibition of this auto-
oxidation by SOD where 50% inhibition corresponded to one unit
of enzyme activity (Marklund and Marklund, 1974). Reduced
glutathione (GSH) content of and thymocytes was determined from
cell lysates, based on the reduction of DTNB at 412 nm (Jollow et al.,
1974). GSH content wasmeasured with reference to a GSH standard
curve, and expressed in mmoles/mg of protein.

2.10. Acridine orange staining

Cellular acidic compartments were examined by acridine orange
staining. Acridine orange (Abcam, UK) was diluted to 1mg/ml with
PBS. Cells were isolated and stained with acridine orange at 37 �C
for 15min in the dark. After washing with PBS, the cells were
immediately visualized by the Olympus laser-scanning confocal
microscope (FV-10 ASW 3.0 viewer image browser) at 450 nm and
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593 nm for the detection of acidic vesicular organelles. Data were
analyzed from several cells of one sample. For the quantitation
analysis, fluorescent intensity was quantified using Image-J soft-
ware. Data were analyzed from several cells of one sample, and
there were five samples for each group. Acridine orange emits in
the red range determined by flowcytometry (BDACCURI) using BD-
Accuri C6 software.

2.11. Immunoblotting

Proteins were extracted from cells of the thymus and spleen in
RIPA buffer (150mM NaCl, 50mm Tris, 0.1% Triton X-100 and 0.1%
SDS) containing protease inhibitors (Chatterjee and Chatterji,
2017). For evaluation of the status of autophagic and apoptotic
markers, 30 mg protein was separated by SDS-PAGE, transferred
onto a PVDF membrane and immunoblotted with antibodies to
p53, Bcl-2, Bax, cleaved caspase-3, cleaved-PARP, LC-3, Beclin-1,
Akt, p-Akt, mTOR and p-mTOR. b-tubulin was used as loading
control. After incubation with horseradish peroxidase-conjugated
secondary antibodies, antibody binding was detected using 3, 30-
diaminobenzidine (DAB) in 50mMTris (pH 7) containing 0.2% H2O2
or chemiluminescence. Bands were analyzed using a Gel Docu-
mentation System (Gel Doc XR, Bio-Rad laboratories, USA). Band
intensities were quantified with Image J software and were
normalized using b-tubulin, the internal loading control. Anti-
bodies and sample concentrations for Western blot were titrated to
ensure that band intensities were in linear range.

2.12. Co-immunoprecipitation

Cell lysates were incubated with Hsp90 antibody along with
50 ml of Agarose-protein A/G beads at 4 �C overnight to form
immunocomplexes. After washing with lysis buffer, the immuno-
complexes were analyzed by immunoblotting with Beclin 1 anti-
body. The amount of Hsp90 that co-immunoprecipitated with
Beclin1 was documented using the Gel Doc XR type imaging sys-
tem. The intensities of the bands were quantified using Image J
software.

2.13. Analysis of apoptotic cells by flow cytometry

The cells from thymus and spleen of control and exposed mice
were collected, washed twice with Ca2þ-free PBS, and stained with
Annexin V-FITC and propidium iodide (PI). Cells were eventually
analyzed on a BD ACCURI flow cytometer (BD Biosciences, USA).
The percentages of apoptotic cells were calculated by BDACCURI C6
software (Das et al., 2019).

2.14. Statistical analysis

Each experimental group comprised six mice (n¼ 6). Experi-
ments were repeated 3 times and data was expressed as
mean± standard deviation, using a statistical software package
(Graphpad Prism, Version 6.0). The significance of differences be-
tween the group mean values were evaluated by Students’ t-test,
and confirmed by one-way ANOVA, as all data sets were normally
distributed. Each arsenic treated group was compared to the con-
trol and p values less than 0.05 were considered statistically
significant.

3. Results

3.1. Arsenic induces histopathological alterations in the thymus and
spleen

Hematoxylin and eosin sections of the thymus of the unexposed
group (Fig. 1A and E) showed normal capsular structure and well-
demarcated cortical region with distinct trabeculae. The medulla
is well-defined and compact with normal lymphocytes. Thymus
from mice exposed to arsenic (Fig. 1BeD and F-H) depicted sig-
nificant alterations as compared to control mice. The average
cortico-medullary ratio of the control group was approximately 2.
However, upon arsenic exposure, the ratio reduced to 1.6 in 5 ppm,
0.79 in 15 ppm and 0.73 in the 300 ppm (p< 0.05) arsenic-treated
groups (Fig. 1BeD). Moreover, the cortical capsule appeared to be
disintegrated, and the trabeculae were distinctly missing with
increasing doses of arsenic. Apoptotic bodies characterized by
pyknotic nuclei (Fig. 1C and D) and focal areas of tingible body
macrophages (defined as macrophages containing stainable
cellular debris) were evident (Fig. 1FeH). The cellular organization
of the cortex was disintegrated (Fig. 1G and H). Scanning electron
microscopy images revealed that the thymus of the control group
showed a compact arrangement of spherical lymphocytes with
well-defined microprocesses (Fig. 1I). Epithelial cells forming a
well-defined reticular meshwork dividing the thymus into com-
partments was observed. Presence of large macrophages without
any deformities was also seen (Fig. 1I). However, after arsenic
treatment the structural integrity of the thymus was markedly
compromised. Exposure to arsenic led to loss of the reticular
meshwork, along with loss of distinctive architecture of thymo-
cytes and flattening of the villous microprocesses in the arsenic-
treated mice (Fig. 1J-L). Transmission electron microscopic studies
of the thymus resected from control mice showed lymphocytes
with intact nucleus and peripherally-arranged and normal organ-
elles in a compact cytoplasm (magnification: �3500) with mito-
chondria showing compact ultrastructure. An abnormal nucleus
with heterochromatinization and degeneration of mitochondria
were observed in thymocytes of mice exposed to 5 ppm, 15 ppm
and 300 ppm arsenic. Dose-specific (1.15-fold, p< 0.05; 2.5-fold,
p< 0.01; and 3.24-fold, p< 0.001) reduction in the nuclear diam-
eter was also evident. The mice exposed to 300 ppm arsenic
showed complete fragmentation of nuclear and cytoplasmic com-
ponents and increased number of vacuoles (indicated by arrows). In
addition, numerous lipofuscin granules were also observed
(Fig. 1P).

The spleen from unexposed mice (Fig. 2A and E) displayed
compact white (wp) and red (rp) pulp, with an intact capsule, from
which extended trabeculae divided the splenic parenchyma into
incomplete lobules. The spleens of arsenic-treatedmice (Fig. 2BeD)
demonstrated reduced to the control, increased pyknotic nuclei and
tingible body macrophages were also visible in the marginal zones
(Fig. 2FeH) and varied degrees of connective tissue fibrosis was
observed in the capsular and arteriolar region of 15 and 300 ppm
arsenic treated mice (Fig. 2G and H). SEM micrographs of control
spleen showed structural integrity with normal, well-defined
lymphocytes bearing surface microvilli; fibroblastic reticular cells
(RCs) and interdigitating cells (IDCs) were also intact (Fig. 2I). A
common feature observed for all three doses of arsenic exposure
was ballooning of the cells accompanied by the loss of cellular
compactness and lymphocyte-surface microvilli (Fig. 2J- L). For-
mation of membrane blebs and dents were also visible in the
Presence of well-defined epithelial cells and IDCs indicated normal
overall structure in the control spleen (Fig. 2M). A dose-dependent
increase in the size of the splenocytes was also seen in all the
groups of arsenic treatment which increased by 1.8-fold (p< 0.05)
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in 5 ppm, 2.04-fold (p< 0.01) in 15 ppm, and 2.71-fold (p< 0.001)
in 300 ppm arsenic-treated groups (Fig. 2N-P). Furthermore, there
was a marked dose-dependent increase in the intercellular spaces,
along with irregularly shaped nucleus and branched cytoplasmic
projections. Heterochromatinization and chromatin margination
was clearly observed, along with presence of lipofucsin granules in
the 300 ppm arsenic-exposed group (Fig. 2O and P).

3.2. Arsenic reduced the CD4þ/CD8þ T-cell ratio and induced
cytokine imbalance

Immunophenotyping was performed using specific monoclonal
antibodies against CD4þ and CD8þ cell surface markers to deter-
mine if exposure to arsenic altered immune homeostasis in the
thymus and spleen. Fig. 3A and B indicated a dose-dependent
reduction in the CD4þ/CD8þ T-cell ratio of both thymus and
spleen in the arsenic-exposed mice. The ratio of CD4þ/CD8þ in the
thymus of control group (2.112) reduced to 2.025, 2.09 and 1.75
(p< 0.05) in the mice exposed to 5 ppm, 15 ppm and 300 ppm
arsenic, respectively (Fig. 3 A and C). Similarly, the ratio of CD4þ/
CD8þ T-cell (2.75) in spleen of the control group reduced to 2.24 in

mice receiving 5 ppm of arsenic, 2 in 15 ppm arsenic-treated mice,
and 1.9 (p< 0.05) in the 300 ppm arsenic-treated mice (Fig. 3B and
D).

In order to determine whether the imbalance in immune ho-
meostasis triggered by arsenic exposure led to alterations in the
cytokine levels, ELISA for both pro- and anti-inflammatory cyto-
kines was carried out (Fig. 3E). The levels of IL-2 increased by 1.08
fold in 5 ppm group, 1.4 fold (p< 0.001) in 15 ppm group and 1.54-
fold (p< 0.001) in 300 ppm group. The levels of IL-6 and IL-12
increased by 1.08-fold and 1.35-fold (p< 0.05), respectively, in the
5 ppm treatment group. It further increased by 1.4-fold (p< 0.01)
and 1.75-fold (p< 0.001) at 15 ppm (Fig. 3E), after which the levels
declined. Interestingly, it was seen that the level of IL-13 decreased
by 1.15-, 1.25- (p< 0.05) and 1.35- (p< 0.01) fold in 5 ppm, 15 ppm
and 300 ppm groups, respectively (Fig. 3E).

3.3. Arsenic induced a redox imbalance in immune organs

Estimation of relative fluorescence intensity of DCF, monitored
using 20, 70-dichlorofluorescin diacetate (DCFDA) is a direct
parameter to measure the redox status of a cell. As observed in

Fig. 1. Effects of arsenic on morphological changes of thymus. (A-H) Representative hematoxylin and eosin-stained cross-sections of thymus from all experimental groups at the
end of 7 d, (n¼ 6). A, B, C, D (magnification 10�) and E, F, G, H (magnification 40�). (A&E) Control sections; (B-D & F-H) arsenic treated sections. (B-D) A significant decrease in
cortex: medulla ratio of the arsenic-treated thymus was observed in the treated sections as compared to the untreated one (A). Broken arrows indicate pyknotic nuclei; solid arrows
indicate tingible bodies; c, cortex; m, medulla; t, trabaculae; scale bar 10 mm. Panels I-L represents the ultrastructural images of thymus by scanning electron microscopy (n¼ 6) at a
magnification of 10KX. L, lymphocytes; RC, reticular cells; E, epithelial cells; M, macrophages; Loss of microprocesses from lymphocytes, marked by arrows; scale bar 2 mm. (M-P)
Transmission electron micrographs of thymus (n¼ 6) of control (M) and arsenic treated groups (N, O & P) showing a dose dependent decrease in the nuclear size compared to the
control. Mt, mitochondria; *, heterochromatinization; arrow, vacuoles; Lp, lipofuscin granules. Magnification 3500�; data are representative of three independent experiments.
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Fig. 4A, exposure to 5 ppm arsenic for 7 d led to a significant in-
crease in ROS generation in the thymus of arsenic treated mice,
increasing to 40% as compared to 2.1% in the control mice;
p< 0.001. ROS accumulation further increased to 52.9%; p< 0.001,
in 15 ppm and to 72.4%; p< 0.001, in 300 ppm arsenic treated
groups. Concomitant dose-dependent obliteration of the activities
of ROS scavenging enzymes were also seen (Fig. 4B). The activity of
CAT in thymus decreased by almost 2-fold (p< 0.01) in the 5 ppm
treated group and reduced further by 2.8-fold (p< 0.001) and 2.9-
fold (p< 0.001) in the 15 and 300 ppm treatment groups. The
SOD activity in thymus of mice receiving arsenic was registered to
decrease by 1.3-fold (p< 0.05) in the 5 ppm, by 1.5-fold (p< 0.05) in
the 15 ppm and by 2.5-fold (p< 0.001) in the 300 ppm arsenic-
treated groups. Arsenic further aggravated oxidative stress by
depleting intracellular GSH levels which were reduced by 1.24-fold
(p< 0.05) in the thymus of 15 ppm and by 1.35-fold (p< 0.05) in
300 ppm arsenic-treated mice (Fig. 4B).

Similar results were observed in the spleen of arsenic-exposed
mice. ROS generation as measured by DCF fluorescence was 62.3%
in 5 ppm arsenic treated group compared to 11% in control mice
(p< 0.001), which further increased to 68.8% in the 15 ppm

(p< 0.001) and 81% (p< 0.001) in the 300 ppm groups (Fig. 4C).
Simultaneously, in comparison to the control, the activity of CAT in
arsenic exposed spleen reduced in a dose-dependent manner in
5 ppm, 15 ppm and 300 ppm arsenic treated mice decreasing by
1.14-, 1.66- and 1.7-folds (p< 0.05, p< 0.01, p< 0.01; Fig. 4D). Ac-
tivity of SOD was also seen to reduce by 1.16-fold (p< 0.05), 1.46-
fold (p< 0.05) and 1.92-fold (p< 0.01) in the groups exposed to 5,
15 and 300 ppm arsenic. Similarly, a dose-dependent reduction in
the levels of GSH was observed for all the three doses of arsenic but
the change was significant for 15 and 300 ppm arsenic groups
where it reduced by 1.17 and 1.25-fold (p< 0.05) with respect to the
control.

3.4. Exposure to arsenic triggered autophagy in the thymus and
spleen

In an attempt to determine whether cells of the thymus and
spleen were striving to survive during arsenic-induced oxidative
stress, we evaluated the cellular and molecular changes related to
autophagy, a well known cytoprotective process, in the immune
organs.We observed a dose-dependent increase in the formation of

Fig. 2. Effects of arsenic on morphological changes of spleen. (A-H) Histopathological changes in mouse spleen (n¼ 6) following 7 d of arsenic exposure via drinking water. A, B,
C & D (magnification 10�) and E, F, G & H (magnification 40�). wp, white pulp; rp, red pulp; t, trabaculae; c, capsule and f, fibrosis; broken arrows mark areas of hemolysed RBCs
and solid arrows mark tingible bodies; scale bar 10mm. (I, J, K & L) Scanning electron micrographs of arsenic treated spleen (n¼ 6) at magnification 10KX. Broken arrows indicate
splenocytes with increased diameters and solid arrows mark cell shrinkage. L, lymphocytes; RC, reticular cells; E, epithelial cells; IDCs, interdigitating cells; scale bar 2mm. (M, N, O&
P) reveal the ultrastructural images of spleen (n¼ 6) by transmission electron microscope at 3500�. Black arrows mark dose dependent increase in the size of splenocytes. White
arrows indicate chromatin marginalization in splenocytes of arsenic treated groups. Sc, splenocytes; E, epithelial cells; IDCs, interdigitating cells; Data are representative of three
independent experiments. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Z. Jamal et al. / Chemosphere 238 (2020) 1246476



acidic vesicular organelles (AVOs; autophagosomes) in arsenic-
treated thymocytes when stained with the lysomotropic agent,
acridine orange (Fig. 5A), as confirmed by confocal microscopy.
Exposure to 5 ppm arsenic led to a 2.39-fold (p< 0.05) increase in
the fluorescence intensity and exposure to 15 ppm and 300 ppm
caused a 4-fold (p< 0.01) and 6.9-fold (p< 0.001) increase in
fluorescence intensity. This was further authenticated by flow
cytometry which confirmed enhanced accumulation of AVOs,

increasing to 6.4% (p< 0.01), 24.6% (p< 0.001) and 50.5%
(p< 0.001) in 5 ppm, 15 ppm and 300 ppm groups, respectively,
with respect to the control (3.5%). The PI3K/Akt/mTOR signaling
pathway is a major pathway that negatively regulates autophagy.
Expressions of pathway components in arsenic-exposed groups
significantly reduced (p< 0.001). Immunoblot was also performed
to estimate themajor autophagy relatedmarkers, Beclin-1 and LC3-
II, correlated with the extent of autophagosome formation and

Fig. 3. Effects of arsenic on lymphocyte populations of thymus and spleen in Swiss albino mice. (A & B) Flow cytometric analysis of CD4þ and CD8þ T cells from arsenic treated
and untreated thymus (n¼ 6) (A) and spleen (n¼ 6) (B) of Swiss albino mice at 7 d post-treatment. Data are represented as percent CD4þ and CD8þ T-cell populations. (C & D) are
graphical representation of CD4þ/CD8þ ratios in thymus and spleen. (E) Graphical representation of pro and anti-inflammatory cytokine profile of arsenic treatment versus control
groups. Serum IL-2 levels show a significant dose dependent increase, IL-6 and IL-12 levels show an increase at the dose of 5 ppm and 15 ppm but a steep decline at the dose of
300 ppm. Serum levels of IL-13 shows a significant dose dependant decrease. Error bars represent S.D. from the mean of three independent experiments. *p < 0.05, **p < 0.01,
***p < 0.001 compared with control.
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hence serving as a measure of autophagic activity. Beclin-1 and
LC3-II expression levels were markedly increased (p< 0.001) in the
arsenic-exposed thymuses compared to the unexposed groups
(Fig. 5B). To understand the effect of arsenic on the interaction of
Hsp90 and Beclin 1, a Co-IP assay was performed. The result indi-
cated a dose-dependent increase in Hsp90/Beclin1 complex for-
mation in 5 ppm (p< 0.05), 15 ppm and 300 ppm arsenic treated
groups (p< 0.01) compared to the untreated group. Evidence of
autophagy was more vivid in the TEM micrographs which
confirmed a dose-dependent increase in autophagy upon arsenic
treatment. Compared to the control thymus with well-defined
nucleus and intact organelles, there was an abundance of auto-
phagosomes in 5 ppm group. The sections of the 15 ppm

experimental group revealed maturing autophagolysosomes,
where fusion of vesicles and accumulation of intracellular compo-
nents were evident. The 300 ppm group showed damage of mito-
chondrial membrane integrity, expansion of acidic vesicles and a
large number of autophagolysosomes of different sizes (Fig. 5D).

Strong induction of autophagy was also observed in the spleen
of arsenic exposedmice. The confocal findings were positive for the
results of AVO development. The strength of fluorescence increased
by 2.1- (p< 0.05), 4.6- (p< 0.01), and 6.05- (p< 0.05) folds with
increased doses of arsenic. Although the intensity was considerably
less in the spleen compared to the thymus, the flow cytometry
results for AVO accumulation was consistent with that of confocal
studies. As shown in Fig. E, arsenic exposure increased the

Fig. 4. Effects of arsenic induced ROS accumulation in thymus and spleen. (A & C) Representative histogram profile of DCF fluorescence from thymus (n¼ 6) (A) and spleen
(n¼ 6) (C) illustrating a dose dependent increase in ROS generation upon exposure to acute arsenic for 7 d (B & D) ROS scavenging enzyme assays from thymus (n¼ 6) (B) and
spleen (n¼ 6) (D) shows a significant dose dependent decrease in the activities of superoxide dismutase (SOD), catalase (CAT) and a reduction in the level of glutathione (GSH)
compared to untreated controls. Error bars represent S.D. from the mean of three independent experiments. *p < 0.05; **p < 0.01; ***p < 0.001 compared with control.
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Fig. 5. Effects of arsenic on autophagic induction in thymus and spleen. (A & E) Cellular autophagy in thymus (n¼ 6) (A) and spleen (n¼ 6) (E) measured by AO staining. The
presence of acridine orange stained intracellular vesicles by confocal microscopy (upper panels; scale bars 10 mm and 20 mm) and flow cytometry (lower panels), showing an
increase in red fluorescence intensity (upper panels) with a concomitant increase of AOþve cells (lower panels) upon arsenic exposure. (B & F) Western blots showing expression of
autophagic protein markers in thymus (n¼ 6) (B) and spleen (n¼ 6) (F) following treatment with sodium arsenite for 7 d (C & G) Expression of endogenous Hsp90 and co-
immunoprecipitates of Hsp90/Beclin1 was detected by immunoblotting from proteins retrieved from thymus (n¼ 6) (C) and spleen (n¼ 6) (G) of treated and untreated groups.
b-tubulin was used as loading control and respective fold changes are represented as ratio of net band pixel density of arsenic treated groups to the control. (D & H) Transmission
electron micrographs of thymus (n¼ 6) (D) and spleen (n¼ 6) (H) of control and arsenic treated mice at magnification 3500�. Autophagosomes, maturing autophagolysosomes
fusing with lysosomes and disintegrated mitochondria are marked by arrows. P, phagophore; Mt, mitochondria; Nu, nucleus; ER, endoplasmic reticulum. Data are representative of
three independent experiments. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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percentage of AVOs from 7.7% in control mice to 14.5% (5 ppm;
p< 0.001), 15.8% (15 ppm; p< 0.001) and 17.7% (300 ppm;
p< 0.001). Reduced expressions of PI3K, phospho-Akt, phospho-
mTOR, and elevated expressions of Beclin-1 and LC3-II (p< 0.001)
further confirmed ensuing autophagy in the splenocytes following
arsenic treatment (Fig. 5F).

The co-immunoprecipitation assay for Hsp90 and Beclin 1
confirmed 2-fold (p< 0.001), 2.47-fold (p< 0.001) and 3-fold
(p< 0.001) increase in the interaction of the proteins (Fig. 5G).
TEM images of spleen exposed to arsenic revealed gross changes in
the morphological features, exhibiting initiation of phagophore
formation and vacuolation, engulfing and fusion of autophagosome
and lysosomes and an increased number of autophagolysosomes
(Fig. 5H).

3.5. Arsenic induced apoptosis in the immune organs of mice

The histopathological evidences of gross tissue damage caused
by arsenic, as observed in Fig. 1, necessitated probing into the effect
of varying concentrations of arsenic on the viability of thymo-cytes
and splenocytes. Consequently, our next aim was to detect
apoptosis, if any, in the mice thymus and spleen after exposure to
arsenic. Annexin V-FITCþve population increased from 0.4% in the
control thymus to 4.5% (p< 0.05) in 5 ppm, 4.9% (p< 0.05) in
15 ppm and 17.2% (p< 0.001) in 300 ppm arsenic-treated groups
(Fig. 6A). Results indicated a significant dose-dependent decrease
in the expression of Bcl-2 (p< 0.001), and a concomitant upregu-
lation of Bax, cleaved caspase-3 and cleaved PARP (p< 0.001) in a
dose-dependent manner (Fig. 6B). Since the major underpinning
cause of arsenic toxicity is ROS generation and DNA damage, p53
activation was also observed. SEM images displayed shrinkage of
thymocytes and loss of membrane structures in thymus exposed to
arsenic insult (5 ppm), as compared to the control (Fig. 6C). A loss in
the cellular integrity and septa was observed in 15 ppm and
300 ppm arsenic-treated groups accompanied with appearance of
membrane projections of the thymocytes undergoing apoptosis.
The TEM images indicated blebbing of the nuclear membrane,
swollen mitochondria and formation of apoptotic bodies;
condensed chromatin bodies were also visible in the nucleus. A
dose-dependent increase in apoptotic bodies accompanied with
disruption of cytoplasmic organelles was also prominent in arsenic-
treated groups (Fig. 6D).

Apoptosis in spleen was similar when mice were subjected to
arsenic exposure. The Annexin V-FITCþve population increased
from 0.7% in the control mice to 1.2% in 5 ppm, 3.8% in 15 ppm
(p< 0.05), and 17.5% in 300 ppm (p< 0.01) arsenic-treated mice
respectively (Fig. 6E). Significant increase in the expression of pro-
apoptotic markers was observed in the spleen (Fig. 6F; p< 0.001).
Major morphological changes like loss of compactness and mem-
brane protrusions, simulating apoptosis in spleen following arsenic
administration, were also demonstrated (Fig. 6G). Apoptosis was
further confirmed by TEM images which depicted mitochondrial
swelling, shrinkage of nucleus along with prominent blebbing of
the nuclear membrane, extensive vacuolation, accumulation of
apoptotic bodies and finally, complete disruption of the cellular
architecture and cytoplasmic matrix (Fig. 6H).

4. Discussion

Arsenic is well known for its intricate and convoluted biological
effects. Innumerable reports from all over the world have provided
ample evidence on the toxic effects of arsenic ingestion (Chatterjee
and Chatterji, 2017, 2011, 2010; Choudhury et al., 2016; Htike et al.,
2016). One of the crucial questions yet to be completely addressed
is the effect of arsenic on the host immune system which is
responsible for spearheading host defenses against all sorts of
physiological stresses. The immune system is essential to fight
invading pathogens but it is also crucial for repair of tissue damages
(Julier et al., 2017). When the immune system itself is functionally
impaired, it results in gross deregulation of immune responses
(Stoecklein et al., 2012). In order to demarcate arsenic as an
immune-homeostasis disrupter, the effects of arsenic on the im-
mune organs and cell death were delineated, and the extent of
damage induced by arsenic on the thymus and spleen at the
structural and molecular level were also evaluated.

Both the thymus and spleen are the major T cell repertoires and
drive immune responses against invading agents. Therefore, the
structure-function integrity of the lymphocytes is extremely
essential for maintaining the immune physiology. Immune-
modulation is best detected by the ratio of CD4þ and CD8þ T-cells
(Wei et al., 2015). Exposure to arsenic led to a dose dependent
decrease in the CD4þ/CD8þ ratio which possibly caused immune-
suppression in the animals. There are alternating reports on the
effect of arsenic on the partitioning of immune cells into different
subtypes (Dangleben et al., 2013). However, a common observation
is that high doses arsenic (0.1mg/ml) or prolonged exposure (30 d)
results in an immune-suppressed phenotype (Choudhury et al.,
2016). In an interesting study (Pournara et al., 2016), arsenic
exposure led to alterations in the global histone modification
pattern of CD4þ but not CD8þ cells. This corroborates with our data
where we observe a decrease in the CD4 to CD8 positive T-cell ratio,
implying that the CD8 responses are aggravated in response to the
loss of immune balance. In addition, arsenic-induced balance of the
pro- and anti-inflammatory cytokines was inconsistent and the
results were found to vary with time and dose of arsenic exposure
(Duan et al., 2017). Our results, however, indicate a definitive in-
flammatory response after arsenic exposure, since it was preceded
by an uncontrolled increase in dose-dependent ROS generation.

Cytokines are important mediators of cell mediated immune
response, and when expressed in a deregulated fashion, may lead
to either immunodeficient or immunopathologic conditions. It has
become increasingly lucid that there are important dose, time, and
tissue-specific differences in the effects of arsenic, as well as
important gene-environment and co-exposure interactions, which
determine how arsenic alters disease risk under any particular
exposure circumstance (Markowski et al., 2011; Platanias, 2009).
Since the integrity of the immune system is necessary to guarantee
adequate immunosurveillance and response to external agents
(Ichim, 2005; Theron et al., 2012), the effect of environmental
pollutants like arsenic on immune organs and cytokine balance is
thus of immense importance for designing therapeutic strategies in
future.

The damages inflicted upon different tissues by arsenic are
mostly due to increased ROS generation, as confirmed by earlier

Fig. 6. Effects of arsenic on apoptosis of thymus and spleen. (A & E) Mice were treated with sodium arsenite for 7 d and cell apoptosis in thymus (A) and spleen (E) was
quantified by Annexin V-FITC and PI double staining. (B & F) Immunoblot analysis of apoptotic protein markers in thymus (n¼ 6) (B) and spleen (n¼ 6) (F) following arsenic
treatment. b-tubulin was used as loading control and respective fold changes are represented as ratio of net band pixel density of arsenic treated groups to the control. (C & G) SEM
micrographs of thymus (n¼ 6) (C) and spleen (n¼ 6) (G) at magnification 10KX, showing an increase of apoptotic thymocytes and splenocytes (arrows) upon arsenic exposure. Scale
bar 2mm. (D& H) TEM images of thymus (D) and spleen (H) at magnification 3500�, showing a marked increase in nuclear membrane blebbing (arrows), chromatin marginalization
(broken arrows), disintegrated cytoplasmic organelles (dotted arrows) mitochondrial swelling (Mt) and apoptotic bodies (AB) upon arsenic exposure. Data are representative of
three independent experiments.

Z. Jamal et al. / Chemosphere 238 (2020) 124647 11



studies (Chatterjee and Chatterji, 2017). Increased levels of ROS
within immune cells can result in hyperactivation of inflammatory
responses resulting in tissue damage and pathological phenotypes
(Mittal et al., 2014). If cells are not able to control their ROS levels,
then they are susceptible to oxidative stress-induced cell death.
Together with increased inflammatory response and uncontrolled
ROS production, severe damage to the primary and secondary im-
mune organs was observed. Structural deterioration leading to
morphological alterations in the immune organs was apparent
from our results, and was presumed to affect the functional
integrity of the organs. Concomitantly, the balance between cell
survival and cell death was investigated, since it would reflect on
the possibility and severity of occurrence of a more drastic disease
in the animals. Autophagy can be stimulated by various stress sit-
uations, including nutrient depletion and oxidative stress. Auto-
phagy has diversified functionality and has both beneficial and
harmful effects on the physiology of an organism, since it is both
self-protective (Green and Levine, 2014) and self-destructive (Berry
and Baehrecke, 2007; Cutler and Somerville, 2005). If cells are
severely damaged, autophagy drives cells towards apoptosis either
by active degradation of cellular components or by passive non-
selective destruction of cellular components unto a point that a
cell can no longer survive. In our study, we unraveled a dose-
dependent increase in the accumulation of autophagosomes and
autophagolysosomes, concomitant with downregulation of PI3K/
Akt/mTOR pathway and an upregulation of Beclin 1 and LC3-II,
suggesting an increase in autophagy in the respective lymphoid
organs of our experimental model.

Initiation of autophagy is induced by formation of an isolation
membrane or phagophore through expression of Beclin 1 (Tam
et al., 2017). Beclin 1 has been reported to be a client protein of
Hsp90 and it is targeted for degradation via the ubiquitin-
proteasome pathway if it is dissociated from Hsp90. Hsp90 on the
other hand is a heat shock protein that maintains the functionality
and stability of cellular proteins (Li and Buchner, 2013). It has been
suggested that increase in autophagy influences the development
and progression of cancer by formation of a complex with Hsp90
(Wang et al., 2014). Given the crucial role of Hsp90 in Beclin 1
stabilization and its contribution in increase in autophagy, we
speculated that arsenic led to an upregulation in the expression of
Hsp90, which in turn led to an increased stability of Beclin 1,
culminating in an increase in autophagy. Our results corroborated
our hypothesis as co-immunoprecipitation assay for Hsp90 and
Beclin 1 re-established the importance of Hsp90 in arsenic-induced
autophagy.

Stress-inducing stimuli that promote autophagy may also acti-
vate apoptotic cell death (Zhang et al., 2009; Liu and Levine, 2015).
However, it is only up to a point of continuous insult from external
factors that autophagy acts as a survival process, beyond which the
cell is destined to die due to the scarcity of metabolic needs. This
cell death is often induced by autophagy itself, since if the levels of
autophagy are very high, then it may interfere in the normal ho-
meostatic mechanisms of the ER and disrupts its structure and
function. The outer nuclear membrane is physically in close prox-
imity with the ER, but under normal physiological conditions, the
autophagic machinery usually avoids using the outer nuclear
membrane as a source for the formation of autophagosomes.
However, at the onset of high levels of autophagy, the ER mem-
brane may become exhausted as a source of autophagosomes,
inducing the use of the outer nuclear membrane for the same and
perhaps triggers some undefined signal that the cell should self-
destruct.

In our experiments, we have observed that there is an increase
in autophagy right at the lower dose of arsenic, which does not
change very dramatically at higher doses. However, there is

progressive increase in apoptosis with increasing doses of arsenic.
This leads us to believe that at lower doses, when there is no sig-
nificant cell death, cells stimulate autophagy in order to survive. On
the other hand, at higher doses, where both autophagy and
apoptosis are high, it is plausible that cells lose their survival ca-
pacity, succumb to cell death, and eventually undergo autophagy-
induced apoptosis. Additionally, in our study, swollen mitochon-
dria, and perinuclear space dilation is clearly visible in the TEM
images of thymus and spleen of arsenic exposed mice, along with
the presence of autophagosomes and autophagolysosomes. Thus,
stress-inducing stimuli that promote autophagy may also activate
apoptotic cell death (Zhang et al., 2009; Liu and Levine, 2015).
Moreover, there are instances of autophagy and apoptosis taking
place either simultaneously or sequentially due to oxidative stress
(Zhang et al., 2009; Knaapen et al., 2001). Since arsenic is regarded
as a potent environmental stress factor (Bernstam and Nriagu,
2000), exposure to arsenic led to a dose-dependent increase in
apoptosis in the thymus and spleen, as evident frommolecular and
ultrastructural changes.

5. Conclusion

Therefore, arsenic-induced toxicity may be implicated to stim-
ulate an immuno-inflammatory change due to modulation of the T-
cell population, eventually overcoming cell survival mechanisms
and leading to thymic and splenic cell death. Although activation of
the Hsp90-mediated autophagic machinery occurs as an initial
survival mechanism, activation of apoptotic genes renders the or-
gans damaged beyond repair. It is thus imperative to devise stra-
tegies that will reduce oxidative stress in the organs, overcome
immune suppression and avoid cell death, so that the normal
physiology of the organs can be restored.
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Abstract-- Unprocessed solid biomass such as wood, coal, dung and agricultural residues are still being used in many 

rural households in India as main source of domestic energy for cooking, boiling and heating of water. Combustion of 

biomass releases a considerable amount of particulate matters (PM) and toxic pollutants. Therefore, use of biomass as 

fuels cause very high level of indoor air pollution (IAP) in rural households and the women who do most of the daily 

household cooking with these fuels, receive the maximum exposure. Thus, the cells of the nasopharynx, oral cavity, 

airways and the lungs in these women get severely affected and undergo harmful changes. The present study is 

conducted to appraise the effects of IAP generated PMs and/or carcinogens on epigenetic changes in airway epithelial 

cells as little information is known and available about it. In the present study LPG using rural women were used as 

control against biomass using rural women and both these groups comprise of non-smokers and non-chewer of tobacco 

and betel nut. Significantly enhanced production of ROS was evident in biomass fuel users with depletion of SOD, a 

major scavenger enzyme for oxidants in comparison to LPG using control women. Furthermore, Immunocytochemical 

evaluation showed significantly increased expressions of DNMT1 and DNMT3a enzymes and reduced expression of 

SET7, an inhibitor of DNMT1, in airway epithelial cells of biomass-using rural women in comparison to LPG using 

control women. The findings indicate major epigenetic changes in airway epithelial cells of biomass users due to long-

term exposure to particulate pollution which also increases the risk of lung cancer in these women. 

 

Key words - Indoor Air Pollution (IAP), Particulate Pollution, Biomass fuel, DNA methyltransferases, SET7, Epigenetic Changes, 

Reactive Oxygen Species (ROS) 
 

I.  INTRODUCTION 

ir pollution is one of the most important causes of various 

respiratory diseases including different types of cancer. It 

is generally perceived as an urban problem associated with 

toxic pollutants emitted from motor vehicles and industries 

(Zhang and Smith 2003). However, developing nations of 

Asia, Africa and Latin America have another major source of 

air pollution (Smith 2002). Around 50% of the world's 

population, particularly in developing countries, uses solid 

fuels, including biomass (wood, dung and agricultural 

residues) and coal, to meet their most basic energy needs: 

cooking, boiling water and heating (Bruce et al., 2000). 

According to the report of the World Health Organization, a 

significant portion of the population of rural areas in India still 

uses unprocessed solid biomass such as wood, dung and 

agricultural residues as their primary source of domestic 

energy (Bruce et al., 2000). Recent studies have shown that 

indoor biomass combustion causes very high level of indoor 

air pollution (IAP) by releasing a considerable amount of 

pollutants, including carbon monoxide (CO), nitric oxides 

(NOx), sulphur dioxide (SO2), formaldehyde (HCHO), volatile 

organic compounds (VOC), particulate matter (PM) and 

polycyclic aromatic hydrocarbons (PAHs) (Rehfuess 2006; 

Gennarro et al., 2015). Moreover, several factors such as 

occupant’s behavior, microclimatic and ventilation condition 

and outdoor intrusion can also influence indoor pollution 

levels.  
1
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IAP resulted from combustion of biomass in rural households 

often exceeds the level of ambient (outdoor) air pollution in 

the cities (Balachandran et al., 2000; Ramachandran et al., 

2003). 

 

Like cigarette smoke, biomass smoke also contains a 

number of harmful chemicals including oxides of nitrogen and 

sulphur, thousands of organic compounds such as volatile 

organic compounds (VOCs) like benzene, benzene 1, 3-

butadiene, benzo(a)pyrene which itself is a well-established 

carcinogen, transition metals, coarse (diameter <10 µm, 

PM10), fine (diameter < 2.5 µm , PM2.5) and ultra fine particles 

(UFP) (diameter < 0.1 µm) (Zhang and Smith, 2003; 

Danielsen et al., 2009). 

 

Poverty and easy availability are the main reasons behind 

dependence on biomass for cooking. Biomass fuels are not 

energy-efficient, and incomplete combustion of biomass emits 

a very high level of smoke that remains in the cooking area for 

a longer time because of poor kitchen ventilation in most poor 

households. In many cases, kitchens are altogether absent and 

women cook in a place adjacent to the living room (Gennaro 

et al., 2015). As a result, every member of the family is 

exposed to high levels of indoor air pollution, and women, 

who bear the burden of daily household cooking with these 

fuels, receive the maximum exposure. It is reasonable to 

assume therefore that cumulative exposures to biomass smoke 

may cause harmful changes especially in cells that are present 

at the direct route of exposure such as cells of the 
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nasopharynx, oral cavity, airways and the lung (Zhang and 

Smith 2003; Rehfuess 2006). 

 

Genomic DNA is often methylated at the fifth position of 

the cytosine base in CpG sequences (Ehrlich et al., 1982). 

DNA methylation is a common mechanism for gene silencing 

and plays a crucial role in development, genome stability, 

genomic imprinting, X-chromosome inactivation, and 

silencing of retrotransposons (Reik and Lewis 2005; Goll and 

Bestor 2005). DNA methyltransferases (DNMTs) catalyze the 

transfer of a methyl group to the fifth position of cytosine 

bases in DNA. Mammalian genomes carry three distinct active 

Dnmt genes. Dnmt3a and Dnmt3b are highly expressed in 

embryonic tissues and undifferentiated ES cells and down 

regulated in differentiated cells. Two of the three genes, 

Dnmt3a and Dnmt3b, encode enzymes that show activity 

toward unmethylated DNA (Okano et al 1998; Aoki et al 

2001) and are responsible for creating global DNA 

methylation patterns during embryogenesis and gametogenesis 

(Okano et al., 1999; Kaneda et al., 2004). Once the DNA 

methylation patterns are established, they are maintained by 

DNMT1 encoded by the Dnmt1 gene, which ensures the 

transmission of lineage-specific DNA methylation patterns 

during replication (Li et al., 1992). DNMT1 preferentially 

methylates the hemimethylated state of DNA that appears just 

after replication or repair & plays a crucial and major role in 

epigenetic changes in mammals (Takeshita et al., 2011). 

 

DNA methylation is a potential mechanism linking indoor 

air pollution to adverse health effects. Recent studies have 

established associations between DNA methylation and PM 

exposure. ROS generated by transitional metals or other PM-

contents can damage DNA. PM- containing chemical 

components may exert direct or indirect influences on DNA 

methylation patterns (Wang et al., 2012). Oxidative DNA 

damage can interfere with the ability of DNMT  to interact 

with the DNA, thus resulting in a generalized altered 

methylation of cytosine residues at CpG sites (Wang et al., 

2012). Exposure to ambient PM leads to a consistently 

reduced global DNA methylation in both human and 

experimental animal (Baccarelli et al., 2009; Tarantini et al., 

2009). 

 

Fetal   and   early-life   environmental   exposures   have   

been   associated   with   altered DNA methylation and play a 

critical role in progression of various diseases in adulthood 

(Tao et al., 2014). Furthermore, DNA methylation has 

emerged as a promising biomarker for environmental-related 

diseases, including lung cancer (Hou et al., 2014). 

 

SET7 is a methyltransferase that methylates lysine residues 

in its target proteins. SET7 mediated methylation of 

mammalian DNMT1 at Lys142 leads to its proteasomal 

degradation. Therefore, the enzyme SET7 act as a negative 

regulator of DNA methyltransferase-1  (DNMT1) activity in 

mammalian cells by promoting degradation of DNMT1 and 

thus allows epigenetic changes to occur via DNA 

demethylation (Estève et al., 2011). Thus SET7 plays a critical 

role as a regulator of gene expression by controlling the 

stability of DNMT1. 

 

Presence of high level of DNMT1 can hypermethylate the 

promoter regions of different genes thereby leading to 

transcriptional inactivation of these genes. For example, 

presence of high amount of particulate matters in air may lead 

to DNMT1 mediated hypermethylation of p16 promoter 

resulting its subsequent inactivation (Soberanes et al., 2012). 

Moreover, studies have shown that exposure to tobacco 

specific carcinogen NKK also leads to high level of DNMT1 

expression in cells and causes hypermethylation of various 

cancer-critical genes in lung cancer patients (Lin et al., 2010). 

Several studies have documented altered expression of 

DNMTs following the exposure of test subjects to high level 

of particulate matters (Wang et al., 2012; Soberanes et al., 

2012). Benzo(a)pyrene also regulates the expression level of 

DNMTs (Ye and Xu 2010). Smoke resulted from incomplete 

combustion of biomass contributes particulate matter and 

several carcinogens like benzo(a)pyrene in breathing air. 

However, very little information has been generated about the 

effects of IAP generated PMs and/or carcinogens on 

epigenetic changes through regulation of DNMTs in airway 

epithelial cells. In view of this, the current study has been 

undertaken to appraise the changes in the expressions of 

DNMT1, DNMT3a, DNMT3b and SET7 in airway epithelial 

cells of biomass users exposed to IAP in contrast to LPG 

users. 

II.  MATERIALS & METHODOLOGY 

 

Participants 

 

For the study, a total number of 128 premenopausal women 

aged between 27 and 42 years from rural areas of West Bengal 

were enrolled. Among the participants, 83 women (age 27–42 

years, median 34 years) used to cook daily about 5 hours 

exclusively with wood, cow dung and agricultural wastes, 

such as bamboo, jute stick, paddy husk, hay and dried leaves 

for the past 5 years or more. They were considered as biomass 

users. The remaining 45 women were aged 27–41 years 

[median age 32 years] from same locality and cooked with 

cleaner fuel LPG and were considered as control. 

 

Inclusion and Exclusion criteria 

 

The inclusion criteria were apparently healthy 

premenopausal married women with husbands, actively 

engaged in daily household cooking for the past 5 years or 

more, non-smoker and non- chewer of tobacco and betel nut 

and having a body mass index > 15 and < 30 kg/m
2
. Exclusion 

criteria were mixed fuel (biomass + LPG/kerosene) users, 

pregnant or breastfeeding, using oral contraceptive pills, had 

recent or past history of malignancy and currently under 

medication. Information about age, habits, education, family 

size and income, number of smokers in family, cooking time 

per day, years of cooking, fuel and oven type, and location of 

kitchen, was obtained during personal interview with female 

researchers of the study team. The Ethics Committee of 

Chittaranjan National Cancer Institute, Kolkata approved the 

study protocol. 
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Collection of background data 

 

During personal interview, each participant was requested 

to furnish information about age, education, family size and 

income, habit, cooking time per day, years of cooking, fuel 

and  oven type, location and ventilation of kitchen, health 

problems in past 3 months and last one year. As most of the 

participants were poorly educated, the researchers entered 

their responses in structured questionnaire forms on their 

behalf. The Ethics Committee of Chittaranjan National Cancer 

Institute, Kolkata approved the study protocol. 

 

Measurement of air pollution 

 

The concentrations of particulate matter with a diameter of 

M10 and PM2.5, respectively) were 

measured by real-time aerosol monitor (DustTrak
TM

, model 

8520, TSI Inc., MN, USA). The instrument contains 10-mm 

nylon Dor-Oliver cyclone, operates at a flow rate of 1.7 L/min 

and measures particle load in the concentration range of 1 mg-

100 mg/m
3
. The monitor was calibrated to the standard ISO 

12103-1 A1 test dust. Monitoring was carried out for 3 

consecutive days, 8 hours/day (07:00-15:00 hours). For 

biomass-using women who cook in a sitting position 2-3 ft 

away from the open chullah (oven), the monitor was 

placed in the breathing zone of the cook, 2.5 ft above floor 

level on a wooden stool, 3 ft away from the chullah. LPG 

users, on the other hand, cook in a standing position and the 

monitor was placed accordingly at a height of 4.5 ft. 

 

Collection of Sputum sample 

 

For the collection of sputum sample, the participants were 

instructed to cough vigorously after awakening in the morning 

and to collect the expectorated sputum in sterile plastic cups 

given to them. For better collection of cells from the deeper 

airways, early morning sputum samples of each participant 

were collected for three consecutive days (Erkilic et al., 2003). 

Highly viscous parts of the sputa were collected in 30 ml of 

PBS that contained 0.1% dithiotheritol. Collected samples 

were transported from the villages to the laboratory under dry 

ice. 

 

Flow cytometric measurement of ROS (Reactive Oxygen 

Species) generation 

 

Flow cytometric measurement of ROS Generation of reactive 

oxygen species (ROS) was measured in cells present in 

expectorated sputum by flow cytometry following the 

procedure of Rothe and Valet (1990) with some modifications. 

In brief, an aliquot of 200 µl of sputum cell suspension was 

diluted with 1 ml of HBSS containing 0.15 M NaCl and 5 mM 

HEPES, pH 7.35. Thereafter, 20 µl of 0.5 mM 2, 7-

dichlorofluorescein diacetate (DCF-DA, Sigma Chem, USA) 

solution in dimethyl formamide was added to the cell 

suspension and incubated at 37
0
C for 30 min in darkness. 

After that, 10,000 events were acquired immediately in flow 

cytometer (FACS Calibur with sorter, Becton Dickinson [BD], 

San Jose, CA, USA) using Cell Quest software (BD, USA). 

Respiratory burst and generation of ROS by cells present in 

sputum resulted in green fluorescence that was recorded in 

fluorescence channel and was expressed as mean fluorescence 

intensity (MFI) in arbitrary unit. 

 

Spectrophotometric measurement of SOD (Superoxide 

dismutase) 

 

The activity of the antioxidant enzyme superoxide 

dismutase (SOD) was assayed in whole sputum cell lysates 

spectrophotometrically following the procedure of Paoletti et 

al. (1986). Presence of SOD in sample was reflected by 

proportionate inhibition of the rate of NADH oxidation. This 

was calculated after measuring the absorbance of the samples 

and standard at 340 nm in a UV-spectrophotometer 

(Shimadzu, Japan) at 1 min intervals up to 5 min. The 

absorbance (OD) values were graphically plotted against time 

after mercaptoethanol addition (at 0, 1, 2, 3, 4, and 5 min). 

SOD activity in lysates was calculated from the standard curve 

and was expressed as U/ml. 

 

Collection of sputum samples for Immunocytochemistry 

 

The participants were asked to cough vigorously and the 

expectorated sputum was collected in sterile plastic cup for 

three consecutive days. The thick viscous parts of the sputa 

were smeared on clean glass slides. Ten slides were prepared 

from sputa of each participant. Slides containing airway cells 

were air dried and then fixed with cold methanol at the site of 

collection for immunocytochemistry. 

 

Immunocytochemical detection of DNMT1, DNMT3a, 

DNMT3b and SET7 in airway epithelial cells 

 

Expressions of DNMT1, DNMT3a, DNMT3b and SET7 

proteins, actively involved in epigenetic changes were 

detected by immunocytochemistry (ICC) using the primary 

antibody by Abcam, UK following the established staining 

protocol (Ghosh et al, 2009). 

 

Reagents used 

 

For preparation of 1x phosphate buffered saline (PBS, pH 

7.2), chemicals like NaCl (Merck, Mumbai, India), KCl 

(Merck, Mumbai, India), Na2HPO4.7H2O (Merck, Mumbai, 

India), KH2PO4 (Merck, Mumbai, India) were used. BSA 

solutions (Sigma–Aldrich Chemicals, Saint Louis, MO, USA) 

for making of 3% (w/v) BSA in 1X PBS 1% (w/v) BSA in 1X 

PBS were required for non-specific site blocking and for 

antibody dilution respectively. Primary antibodies, Rabbit 

polyclonal DNMT1 (dilution 1:50) (ab19905) and Mouse 

monoclonal SET7 (dilution 1:50) (ab14820) were purchased 

from Abcam, UK; and Rabbit polyclonal DNMT3a (dilution 

1:50) (sc20703) and Rabbit polyclonal DNMT3b (dilution 

1:50) (sc130740) were purchased from Santacruz, USA. 

Secondary antibodies, Goat anti-rabbit IgG, F(ab′)2- HRP 

(dilution 1:500) (sc3837) was purchased from Santa Cruz 

Biotechnology, Inc., USA) and Rabbit anti-mouse IgG, 

F(ab′)2- HRP (dilution 1:500) (ab6728) was purchased from 

Abcam, UK. Tris powder was purchased from SISCO 

Research Laboratories, India, for preparation of Tris-HCl 
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solution (pH 7.6). HRP substrate mixture was prepared by 

using DAB (Santa Cruz Biotechnology, Inc., USA), 50% 

H2O2 (Merck, Mumbai, India) and 1M Tris-HCl. 

 

Procedure 

 

The slides containing exfoliated airway epithelial cells 

(AEC) in spontaneously expectorated sputum, after fixation, 

were air dried, washed in PBS thrice and blocked in 3% 

bovine serum albumin (BSA) for 1 hour at room temperature. 

Thereafter, rabbit polyclonal DNMT1, DNMT3a and 

DNMT3b and mouse monoclonal SET7 primary antibodies 

(diluted both 1:50 in 1% BSA) were added separately to each 

slide. The slides were placed in a humid box at 4
o
C and kept 

overnight in darkness. After washing with PBS, both anti-

rabbit IgG, F(ab’)2- HRP and anti-mouse IgG , F(ab’)2- HRP 

secondary antibodies (diluted 1:500 in 1% BSA) was added to 

the respected slides and kept for 90 min. After washing with 

PBS the HRP substrate mixture was added to the slides and 

kept for 60 min in darkness. Then the slides were washed with 

distilled water and counterstained with hematoxylin, 

dehydrated in graded ethanol and mounted in distrene 

plasticizer xylene (DPX) and examined under light 

microscope (model BX50, Olympus, Japan). Slides were 

evaluated for the presence of DAB-stained golden brown 

nuclei. At least 300 AEC were scored from each slide and the 

results were expressed as percentage of positive (stained) 

cells. 

 

Statistical evaluation of data 

 

Results were expressed as mean ± standard deviation (SD). 

Data were processed and analyzed in EPI info 6.0 and SPSS 

10.0 (IL, USA) statistical software. The collected data were 

statistically analyzed by Chi-square test and Student’s t-test 

and p<0.05 was considered significant. Logistic regression 

analysis for odds ratios (OR) at 95% confidence interval (CI) 

and Spearman’s rank correlation test was done to examine the 

relationship between respiratory symptoms, spirometric lung 

function measurements, cellular lung responses and air 

pollution exposure. Then, the cumulative impact of these 

factors on the expression of DNA methylation proteins was 

evaluated by stepwise multivariate logistic regression analysis. 

Statistical significance was assigned at p < 0.05. 

III.  RESULTS 

Demographic characteristics 

 

 Demographic and socio-economic characteristics of rural 

women exposed to biomass smoke have been compared with 

LPG using control women from same locality, with respect to 

age, body mass index, cooking years, cooking hours per day, 

having separate kitchen, food habit, use of mosquito repellent, 

number of family members and environmental tobacco smoke 

for the presence of smokers in the family. However, the three 

groups differed significantly with respect to education 

(p<0.0002), family income (p< 0.0001) which were lower in 

biomass users, and lack of a separate kitchen (p=0.0477) 

which was more prevalent among biomass users. The findings 

are tabulated in Table 1. 

TABLE 1 

Demographic and socio-economic characteristics of biomass 

and LPG-using rural women 

 

Variable LPG-

using 

control 

(n = 45) 

Biomass 

user 

(n = 83) 

P value 

Age in years, median (range) 32.0 

 (27-41) 

34.0  

(27- 42) 

=0.2173 

Body mass index (kg/m2), 

median (range) 

23.1  

(19.4-25.5) 

22.7 (18.2-

25.4) 

=1.0000 

Cooking years, median 

(range) 

9 (5-21) 10 (5-27) =0.1750 

Cooking hours per day, 

median (range) 

3.0 (2-5) 4.0 (3-6) =0.4804 

Cooking hours per day, (mean 
± SD) 

3.3 ± 1.1 3.8 ± 1.2 =0.4804 

Years of schooling, median 

(range) 

10(5–16) 2(0–8) <0.0002** 

Homes with separate kitchen 

(%) 

84.5 66.3 =0.0477* 

Smoker in family (%) 42.3 42.2 =0.1213 

Use of mosquito repellent at 
home (%) 

57.8 57.8 =1.000 

Food habit, mixed (%) 100 100  

Members in family, median 

(range) 

5 (3-6) 5 (4-6) =0.0842 

Family income per month in 

US $ (mean ± SD) 

104 ±16 54 ± 12 < 

0.0001*** 

n, number of subjects; NS, statistically not significant; Significantly 

different from control in *, Chi-square test; **,Mann-Whitney U 

test’ ***, Student’s t-test 

 

Indoor air quality of the biomass using households 

 

 Concentrations of particulate pollutants in cooking areas 

during cooking and non-cooking time are presented in Table 2 

and Figure 1. During cooking hours, the mean concentration 

of PM10 in biomass-
3
 in 

3
 in LPG-using kitchen. Thus, 3.6 

times more PM10 was recorded in indoor air of biomass-using 

kitchen when compared to that of LPG-using kitchen 

(p<0.0035). Even in non-cooking hours, PM10 level in indoor 

air of biomass-using kitchen was 1.8 times higher than that of 

LPG-using kitchen (134±42vs. 73±29, p<0.0035). 

 

Like PM10, the concentration of PM2.5 in indoor air of 

biomass-using kitchen was significantly higher than LPG-

using kitchen (Table 2, Figure 1). During cooking time, PM2.5 

level in indoor air of biomass-using kitchen was 272±69 

µg/m
3
 against 74±21 µg/m

3
 in LPG-using kitchen, showing 

3.7 times more fine particulate matter in kitchen where 

biomass is used as cooking fuel (p<0.001). In non-cooking 

time also, PM2.5 level in indoor air of biomass-using kitchen 

was 2 times higher than that of LPG-using kitchen (78±39 

µg/m
3
 vs. 39±14 µg/m

3
, p<0.0217). 
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TABLE 2 

Comparison of particulate pollution in indoor air of cooking 

areas between LPG and biomass using Households 

 

 LPG-using 

Households 

Biomass-using 

Households 

PM10 (µg/m3)   

Cooking time 134±39 482±112* 

Non-cooking time 73±29 134±42* 

PM2.5 (µg/m3)   

Cooking time 74±21 272±69* 

Non-cooking time 39±14 78±39* 

Significantly different from control in *, Student’s t-test 

 

 
 

 
Fig. 1 The levels of particulate pollution in cooking areas of 

biomass- and LPG-using households during cooking and non-

cooking hours 

 

Generation of ROS in Airway Epithelial cells of Biomass 

Users 

 

Flow cytometric analysis showed appreciable rise in ROS 

generation (p<0.0001) in airway epithelial cell exfoliated in 

sputum of biomass using women than LPG users. The MFI of 

DCFH-DA was increased by 36% in airway epithelial cells 

(62.5 ± 13.2 vs. 31.7 ± 8.5 in control, p<0.0001, Figure 2). 

 

Depletion of SOD level in Airway Epithelial cells of 

Biomass Users 

 

 Since, air pollutants elicits oxidative stress that could be 

harmful for the body, antioxidant defense state was evaluated 

by measuring the activity of antioxidant enzyme superoxide 

dismutase (SOD). Significant decline (p<0.0011) in 

antioxidant enzyme levels (p<0.0011) was recorded in indoor 

air pollution-exposed subjects (859.8 ± 45.9 in LPG user vs. 

706.5 ± 96.7 U/ml in biomass smoke-exposed), implying 

greater oxidative stress that may lead to cellular damage 

(Figure 3). 

 

 
Fig. 2 Significant generation of ROS in Airway epithelial cells 

of Biomass user women 

 

Association between Particulate Matter Exposure and 

Generation of ROS 

 

 Particulate matter exposure during cooking with Biomass 

fuel was significantly correlated with generation of Reactive 

Oxygen Species in Airway Epithelial cells. The value of 

Pearson Correlation was 0.851, p<0.0001 was highly 

significant. Kendall’s tau-b value was 0.782, p=0.001 was 

significant and Spearman ρ value was 0.94, p<0.0001 was 

highly significant. 

 

 
Fig. 3 Significant decline antioxidant enzyme levels in women 

chronically exposed to indoor air pollution compared with age 

and sex-matched controls. 
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Concentration of trans, trans–muconic acid (t, t-MA) in 

urine 

 

 The concentration of t, t-MA in urine, a biomarker of 

benzene exposure, was 8.24 ± 6.74mg/l in biomass-using 

women in contrast to 1.19 ± 0.8 mg/l in control subjects 

(Figure 4, p<0.0001 in Student’s t-test). The range of urinary t, 

t-MA was 0.3-2.9 mg/l with a median of 0.9 mg/l in control 

women whereas biomass using women had a range of 2.4-

20.5 mg/l with a median of 6.8 mg/l (p<0.0001 in Mann-

Whitney U-test). 

 

 
Fig. 4 Histogram showing increase level of t,t-MA in exposed 

group 

 

Expression of DNMT1 and SET7 in airway epithelial cells 

 

 In ICC, the expressions of DNMT1 and SET7 proteins were 

found mainly in the nuclei of airway epithelial cells, especially 

in the basal and parabasal cells (Plate 1 & 2, Table 3, Figure 

5). The percentages of airway epithelial cells expressing 

DNMT1 and SET7 were significantly higher and lower 

respectively in women who were chronically exposed to 

biomass smoke (Table 3). For instance, as the frequencies of 

DNMT1 expressing epithelial cells exfoliated in sputam varied 

considerably between biomass users and control women, we 

converted the relative (%) values to absolute ones (cells/hpf). 

Still, expression of DNMT1 (67.6 ± 7.3 vs. 28.6 ± 4.2 

cells/hpf in control, p<0.0001) was significantly higher in 

biomass users than LPG users. However, SET7 expressing 

cells (15.7 ± 6.3 vs. 28.8 ± 9.2cells/hpf in control, p<0.0001) 

in biomass-using women were significantly lower than the 

control. 

 

Expressions of DNMT1 and SET7 in Airway epithelial 

cells of Biomass users 

 

 Expressions of DNMT1 and SET7 in Airway epithelial cells 

of biomass user women show negative correlation. DNMT1 

expression was significantly higher whereas SET7 expression 

was diminished in the nuclei of Airway epithelial cells of 

biomass users. The value of Pearson Correlation was -0.581, 

p=0.04 was significant. But Kendall’s tau-b value was -0.492, 

p=0.055 was not significant and Spearman ρ value was -0.54, 

p=0.062 was not significant. 

 

 

TABLE 3 

Immunocytochemical expression of DNMT1 and SET7 in 

airway epithelial cells (AEC) of biomass- and LPG-using 

women (mean±SD) 

 

Parameters LPG 

using 

control  

(n = 45) 

Biomass 

users  

(n = 83) 

P value 

Percentage of 

DNMT1-

expressing cells 

   

Mean ± SD 28.6 ± 4.2 67.6 ± 7.3 <0.0001* 

Median (range) 30 (24-32) 66.5 (52-

83) 

<0.0001** 

Percentage of 

SET7-expressing 

cells 

   

Mean ± SD 28.8 ± 9.2 15.7 ± 6.3 <0.0001* 

Median (range) 26 (19-43) 15.5 (8-27) <0.0001** 

Significantly different from control in **, Mann-Whitney U 

test and *, Student’s t-test 

 

 
(A) 

 
((B) 

 

Fig. 5 Immunocytochemical expression of DNMT1 (A) and 

SET7 (B) in Airway Epithelial cells of LPG and Biomass - 

users rural women 
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Plate 1 Immunocytochemical expression of DNMT1 – Airway 

Epithelial cells of LPG users showing very low expression 

(A,B); Airway Epithelial cells of Biomass users showing very 

high expression (C,D); Strong expression in nucleus of 

epithelial cell of Biomass users (E,F,G,H). The cell nuclei 

were counterstained with hematoxylin, original magnification, 

1000x. 

 

Generation of ROS and Expression of DNMT1 

 

Generation of ROS due to chronic exposure of particulate 

matter in indoor air pollution was highly correlated with 

DNMT1 expression in Airway epithelial cells of Biomass user 

women. The value of Pearson Correlation was 0.871, 

p<0.0001 was highly significant. Also Kendall’s tau-b value 

was 0.776, p=0.001 was significant and Spearman ρ value was 

0.90, p<0.0001 was highly significant. 

 

Depletion of SOD and Expression of DNMT1 

 

Depletion of SOD was negatively correlated with high level 

of DNMT1 expression in airway epithelial cells of Biomass 

user women. The value of Pearson Correlation was -0.591, 

p=0.043 was significant. Also Kendall’s tau-b value was -

0.492, p=0.039 was significant but Spearman ρ value was -

0.563, p=0.057 was not significant. 

 

 

 
Plate 2 Immunocytochemical expression of SET7 – Airway 

Epithelial cells of LPG users showing very high expression 

(A,B); Strong expression in nucleus of epithelial cell of LPG 

users (C); Airway Epithelial cells of Biomass users showing 

low expression (D). The cell nuclei were counterstained with 

hematoxylin, original magnification 1000x. 

 

Expression of DNMT3a and DNMT3b in airway epithelial 

cells 

 

In ICC, the expressions of DNMT3a and DNMT3b proteins 

were found mainly in the nuclei of airway epithelial cells, 

especially the basal and parabasal cells (Plate 3, 4; Table 4, 

Figure 6). The percentages of airway epithelial cells 

expressing DNMT3a and DNMT3b were significantly higher 

and lower respectively in women who were chronically 

exposed to biomass smoke (Table 4). For instance, as the 

frequencies of DNMT3a expressing epithelial cells exfoliated 

in sputam varied considerably between biomass users and 

control women, we converted the relative (%) values to 

absolute ones (cells/hpf). Still, expression of DNMT3a (32.9 

± 7.3 vs. 14.3 ± 3.7 cells/hpf in control, p<0.0001) was 

significantly higher in biomass users than LPG users. 

However, DNMT3b expressing cells (11.8 ± 2.9 vs. 11.2 ± 2.2 

cells/hpf in control, p=0.2282) in biomass-using women were 

not significantly higher than the control. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A B 

C D 

E F 

G H 

A B 

C D 
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TABLE 4 

Immunocytochemical expression of DNMT3a and DNMT3b 

in airway epithelial cells (AEC) of biomass- and LPG-using 

women (mean ± SD) 

 

Parameters LPG 

using 

control (n 

= 45) 

Biomass 

users  

(n = 83) 

P value 

Percentage of 

DNMT3a-

expressing cells 

   

Mean ± SD 14.3 ± 3.7 32.9 ± 7.3 <0.0001* 

Median (range) 14.1  

(11-34) 

32.7  

(31-64) 

<0.0001** 

Percentage of 

DNMT3b 
expressing cells 

   

Mean ± SD 11.2 ± 2.2 11.8 ± 2.9 0.2282 

Median (range) 11 (4-18) 11.3  
(6-19) 

0.2282 

Significantly different from control in **, Mann-Whitney U test and 

*, Student’s t-test 

 

 
(A) 

 
(B) 

Fig. 6 Immunocytochemical expression of DNMT3a (A) and 

DNMT3b (B) in Airway Epithelial cells of LPG and Biomass 

- users rural women 

 

 

 

 

 

 

 
Plate 3 Immunocytochemical expression of DNMT3a – 

Airway Epithelial cells of LPG users showing very low 

expression (A); Airway Epithelial cells of Biomass users 

showing very high expression (B,C,D); Strong expression in 

nucleus of epithelial cell of Biomass users (E,F). The cell 

nuclei were counterstained with hematoxylin, original 

magnification, 1000x. 

 

 
Plate 4 Immunocytochemical expression of DNMT3b – 

Airway Epithelial cells of LPG users showing low expression 

(A); Airway Epithelial cells of Biomass users showing nuclear 

expression (B). The cell nuclei were counterstained with 

hematoxylin, original magnification, 1000x. 

 

Generation of ROS and Expression of DNMT3a 

 

Generation of ROS due to chronic exposure of particulate 

matter in indoor air pollution, was well correlated with 

DNMT3a expression in Airway epithelial cells of Biomass 

user women. The value of Pearson Correlation was 0.714, 

p<0.01 was highly significant, Kendall’s tau-b value was 

0.654, p<0.05 was significant and Spearman ρ value was 

0.651, p<0.05 was highly significant. 

 

 

 

Depletion of SOD and Expression of DNMT3a 

A B 

C D 

E F 

A B 
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Depletion of SOD was negatively correlated with DNMT3a 

expression in airway epithelial cells of Biomass user women. 

The value of Pearson Correlation was -0.782, p<0.01 was 

significant, Kendall’s tau-b value was -0.659, p<0.05 was 

significant and Spearman ρ value was -0.664, p>0.05 was not 

significant. 

 

Association between ROS, SOD, t, t-MA and methylation 

protein expression 

 

In univariate analysis, the reduction in the percentages of 

DNMT1 and DNMT3a-positive cells was positively 

associated with lower education and family income, increasing 

age and exposure years to biomass smoke, tobacco smoking 

habit of the husband, and cooking in a space adjacent to living 

room due to lack of separate kitchen. Even after controlling 

the influence of the confounders in multivariate logistic 

regression analysis, significant association was found between 

higher expression of DNMT1 and DNMT3a proteins and ROS 

generation, urinary t, t-MA and depletion of SOD (Table 5). 

 

TABLE 5 

Association between oxidative stress, expression of SOD, 

benzene exposure and lower expression of methylation 

proteins in airway epithelial cells of biomass-using women 

 

Parameters Higher expression 

of DNMT1 in cells 

Higher expression 

of DNMT3a in cells 

ROS 

generation 

2.29 (1.46-4.59) 3.24 (1.83-5.61) 

Depletion of 

SOD 

2.04 (1.03-3.92) 1.74 (1.09-3.47) 

t, t-MA in 

urine 

1.71 (1.04-3.06) 1.75 (1.02-2.94) 

 

Results are expressed as odds ratio with 95% confidence 

interval in parentheses after controlling education, family 

income, age, exposure years, husband’s smoking habit and 

adjacent kitchen as potential confounders in multivariate 

logistic regression analysis. 

IV.  DISCUSSION 

Many families living in rural areas in India still use 

unprocessed solid biomass such as wood, coal, dung and 

agricultural residues as their main source of domestic energy 

for cooking, boiling water and heating. Biomass combustion 

releases a considerable amount of toxic pollutants, including 

carbon monoxide (CO), nitric oxides (NOx), sulphur dioxide 

(SO2), formaldehyde (HCHO), thousands of volatile organic 

compounds (VOC), particulate matters (PM) and polycyclic 

aromatic hydrocarbons (PAHs). Therefore, use of biomass as 

fuels causes very high level of indoor air pollution (IAP) in 

rural households. In these families usually it is the women 

who do most of the daily household cooking with these fuels 

and therefore receive the maximum exposure. Therefore, the 

cells that are present at the direct route of exposure of these 

harmful chemicals, such as cells of the nasopharynx, oral 

cavity, airways and the lungs in these women get severely 

affected and undergo harmful changes. 

 

Little information is known about the effects of IAP 

generated PMs and/or carcinogens on epigenetic changes in 

airway epithelial cells. DNA methylation is one of the major 

epigenetic mechanisms exist in cells. DNA methyltransferases 

methylate cytosine residues in CpG sequences in promoter 

regions of different genes and thereby inhibit their 

expressions. Therefore, expressions of different genes can be 

controlled by regulating the stability and expressions of DNA 

methyltransferases. In view of this, the present study has been 

undertaken to evaluate the changes in the expression profiles 

of DNA methyltransferases [DNMT1, DNMT3a and 

DNMT3b] and SET7 in airway epithelial cells of biomass 

users exposed to IAP in contrast to LPG users. 

 

The results show significantly high levels of DNMT1 and 

DNMT3a enzymes in airway epithelial cells of biomass-using 

rural women in comparison to LPG using women. 

Furthermore, the expression of another enzyme, SET7, an 

inhibitor of DNMT1, decreases significantly in airway 

epithelial cells of biomass-using rural women whereas its 

expression increases in LPG using control women. DNMT1 is 

involved in DNA methylation process and its elevated level in 

cells cause hypermethylation of DNA in airway cells. SET7 

plays a key role in regulating the stability and function of 

DNMT1 by methylating Lys142 of DNMT1 and thereby 

leading to proteasomal degradation of DNMT1 (Estève et al 

2009). Hence, reduced expression of SET7 enzyme in airway 

epithelial cells of biomass-using rural women corroborates 

well with the high expression of DNMT1 enzyme found in 

these cells of biomass users. 

 

High levels of DNMT1 and DNMT3a enzymes in cells may 

lead to hypermethylation of the promoter regions of different 

genes resulting in transcriptional inactivation of these genes 

and thus leading to drastic changes in gene expression profiles 

of the cells. 

 

Participants in this study, both LPG and biomass users were 

non-smokers and non-chewer of tobacco and betel nut. 

Therefore, increased expression of DNMT1 and reduced 

expression of SET7 in airway epithelial cells of biomass-using 

rural women cannot be explained by smoking or tobacco 

chewing habit. All participants are from same rural areas of 

West Bengal and in those rural areas effects of pollutants 

emitted from motor vehicles and industries are negligible due 

to absence of highway and industries within 5 km range of the 

study area. Here the LPG using control women as well as the 

biomass users are exposed in same ambient air, so ambient air 

pollution is not responsible for the changes in expressions of 

DNMT1, DNMT3a and SET7 enzymes. Both LPG and 

biomass users were apparently healthy and premenopausal 

women with very little variation and their lifestyle, food habit 

were more or less same. Therefore, it  can be assumed that 

significant changes observed in the expressions of DNMT1, 

DNMT3a and SET7 enzymes in biomass users in contrast to 

LPG using women are not due to variations in physiological 

conditions. 
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The major difference between the control and the test 

groups was exposure to particulate matters generated from 

combustion of biomass fuels. One group of participants i.e. the 

biomass users were very much exposed to PM10 and PM2.5 due 

to incomplete combustion of biomass fuels they used during 

cooking and these particulate matters, especially ultrafine 

particles which are abundant in biomass smoke, can produce 

ROS directly because of the presence of free radicals and 

oxidants adsorbed on their surface (Fubini et al., 2004). Thus, 

in the present investigation excess amount of ROS production 

in airway epithelial cells of biomass-using rural women can be 

explained as a result of higher exposure to particulate 

pollution due to incomplete combustion of biomass fuels they 

are using during household activities. Furthermore, reduced 

expression of antioxidant enzyme superoxide dismutase was 

recorded in indoor air pollution-exposed subjects indicating 

even greater oxidative stress that may lead to severe cellular 

damage. Finally, in multivariate logistic regression analysis, 

significant association was found between higher expression 

of DNMT1 and DNMT3a proteins and ROS generation, 

urinary t, t-MA [a biomarker of benzene exposure] and 

depletion of SOD in biomass using rural women. 

 

In essence, our study has shown that exposure to particulate 

matter released into the breathing air during combustion of 

biomass fuel is associated with increase level of DNMT1 that 

can cause hypermethylation in sputum cells, and the action is 

probably mediated by oxidative stress. Participated women, 

same as rural women, became involved in cooking in their 

late teens when they started helping their mothers in the 

kitchen and after marriage they took the major role in cooking. 

As a result, they were more and more exposed in particulate 

matter during cooking with biomass fuel and the probability of 

epigenetic changes may increase. The consequences can be 

disastrous, if hypermethylation by DNMT1 occur in promoter 

region of necessary genes like DNA repair genes or may be in 

tumor suppressor gene then it should be lethal to health and 

increase the chances of cancer (White et al., 2015; Jacinto et al 

2007; Lin et al 2010; Zhou et al 2012). 

 

Recent in vitro and in vivo studies have demonstrated that 

exposure to PM significantly increased ROS production with 

enhanced expression of the DNA methyltransferase 1 

(DNMT1) leading to hypermethylation of the p16 promoter. 

Furthermore, increased transcription of DNMT1 and 

methylation of the p16 promoter were inhibited by a 

mitochondrially targeted antioxidant and a JNK inhibitor 

(Soberanes et al., 2012). These previous results corroborate 

well with the current findings and provide a potential 

mechanism by which PM exposure increases the risk of lung 

cancer. 

 

The present study may provide an epidemiological link to 

high incidence of lung cancer recorded among never-smokers 

and biomass user women in eastern India. In agreement with 

current study, a high incidence of lung cancer has been 

recorded among women in eastern India (where the present 

work was carried out) who were overwhelmingly never-

smokers and biomass users (Nandakumar et al., 2004). 
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ABSTRACT

Objective: The objective of this study was to find out the antibacterial activity of the silver nanoparticles (Ag-NPs) using a low-cost green synthesis 
approach for the formulation of Ag-NPs applying polysaccharide extracted from the fruits of a mangrove plant of Sundarban.

Methods: Fresh and healthy fruits were collected from Ceriops decandra plant. Sufficient amount of carbohydrates was extracted from those fruits and 
the physicochemical characterization of the polysaccharide was analyzed by gas chromatography–mass spectrometry and Fourier-transform infrared 
spectrophotometry. The respective polysaccharide was further applied to generate the Ag-NPs which were characterized by UV visible, dynamic light 
scattering, transmission electron microscopy, EDAX, and X-ray diffraction. The antibacterial efficacy of the Ag-NPs was also determined against some 
pathogenic Gram-negative and Gram-positive bacteria using the microdilution method.

Results: Glucose and galactose are the major monomers among the extracted carbohydrates. Various types of spectral analysis confirmed the 
formation of Ag-NPs. The green synthesized Ag-NPs have the average diameter of about 28 nm. Furthermore, the green synthesized Ag-NPs exhibited 
strong antibacterial activity against some pathogenic Gram-positive (L. cytomonogenes, Bacillus Subtilis, and Staphylococcus aureus) and Gram-
negative (Salmonella typhimurium and Escherichia coli) bacteria.

Conclusion: The green synthesis of Ag-NPs using plant polysaccharide was an environment-friendly and cost-effective method as compared to the 
conventional physical and chemical synthesis techniques.

Keywords: Green synthesis, Ceriops decandra, Polysaccharide, Silver nanoparticle, Bacterial growth.

INTRODUCTION

Since 1000 B.C., Ag has been applied for the treatment of burns, 
wounds, and several bacterial infections in the form of metallic silver, 
silver nitrate (AgNO3), as well as silver sulfadiazine. However, the use 
of silver compounds in medicinal systems declined to a great extent 
after the introduction of penicillin during the 1940s [1]. However, 
over the recent past, the field of nanotechnology has introduced a 
new era of science which involves the creation of materials near-
atomic scale with unique chemical, physical, thermal, and optical 
properties [2]. As a consequence, metallic silver made a remarkable 
comeback in the form of Ag-NP with powerful antimicrobial effects. 
Investigations have revealed that after exposure to bacteria, the 
nano-silver gets attached to the cell membrane, penetrates inside, 
and attacks respiratory chain that ultimately leads to cell death. In 
addition, these particles release silver ions inside cells which inhibit 
bacterial replication ability and cause the deactivation of proteins 
containing thiol groups [1,3]. This has unfolded novel strategies 
to use pure silver against a wide range of antibiotic-resistant 
microorganisms, and as a result, it has been adopted in many 
commercial products such as topical ointments, toothpaste, soap, and 
socks [4,5]. In addition, Ag-NP has also emerged up as a promising 
agent for wastewater purification system [6]. In recent work, the use 
of silver compounds as antimicrobial compounds against coliform 
bacteria found in wastewater has been reported [7].

So far, a number of techniques are available for Ag-NP synthesis; 
although most of them are expensive, complicated, and involve the use 
of hazardous chemicals [8]. Conversely, the biological techniques are 
considered as an alternative and advancement over other methods as it 
involves natural reagents such as sugars, biodegradable polymers, plant 
extracts, and microorganisms [4,9-19]. In this context, the mangrove 
plant, Ceriops decandra (Griff.) W. Theob., could be an effective 
alternative as it was scientifically proved to contain several bioactive 
components. It has been traditionally used as remedial measures 
for hepatitis, diabetes, wounds, ulcers, boils, angina, dysentery, and 
diarrhea [20-23]. Recent investigations have reported that C. decandra 
possesses antioxidant [24], antinociceptive [25], antidiabetic [26], and 
antimicrobial properties [27-30]. Thus, the present work was aimed 
for the synthesis of Ag-NP by a greener method using polysaccharide 
extracted from fruits of C. decandra, characterization of the particles, 
and assessment of antibacterial efficacy against some pathogenic 
microorganisms.

MATERIALS AND METHODS

Plant material
The plant parts of C. decandra (Griff.) W. Theob. were collected from the 
mangrove forest of Sundarban (21.9497° N, 89.1833° E) of the district 
South 24 Parganas, West Bengal, India. The respective plant specimen 
was self-identified and binomially jointly by the Department of Botany, 

© 2019 The Authors. Published by Innovare Academic Sciences Pvt Ltd. This is an open access article under the CC BY license (http://creativecommons. 
org/licenses/by/4. 0/) DOI: http://dx.doi.org/10.22159/ajpcr.2019.v12i7.33681
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University of Calcutta, West Bengal - 700 019, India and Department 
of Botany, Dinabandhu Andrews College, Garia, Kolkata - 700 084, 
West Bengal, India. Voucher specimens were made from the collected 
specimen and further deposited at the Herbarium of the Botany 
Department, Dinabandhu Andrews College.

Isolation of polysaccharide from fruits of C. decandra
Fresh and healthy fruits were collected from the respective mangrove 
plant. To remove all noticeable unwanted as well as dust particles, 
the fruits were washed carefully with tap water followed by distilled 
water. After that, they were dried at room temperature and cut into 
small pieces. About 750 g of these finely incised fruits were steeped 
into 250 ml distilled water and boiled for 5 h. The resultant solution 
was maintained at 4°C for overnight and then filtered through nylon 
cloth. Polysaccharides were precipitated by adding five volume of 
absolute ethanol and incubated overnight at 4°C. After centrifugation 
at 8000 rpm for 10 min, the precipitate was again dissolved in distilled 
water and dialyzed through DEAE cellulose bag for 2 h to remove low-
molecular-weight polysaccharides. Further, the lyophilized extract was 
subjected to Sephadex G-100 gel permeation column (50 cm × 1.5 cm) 
using water as eluent (flow rate: 0.5 ml/min). The eluate was collected 
(2 ml/tube) and carbohydrates were determined by the phenol-sulfuric 
acid method [31,32]. Finally, polysaccharide was pooled from test tube 
number 15–30 and vacuum freeze-dried.

Physicochemical characterization of polysaccharide
The total quantity of sugar was measured by the phenol-sulfuric acid 
method using glucose as standard. The protein content was estimated 
by Bradford using bovine serum albumin as a reference. Gallic acid 
was considered as a standard to quantify the total amount of phenolic 
compounds present in the polysaccharide using Folin–Ciocalteu reagent. 
All values were presented as a gram of standard equivalents per 100 g 
of dry polysaccharide [33]. For determination of monosaccharide 
composition, 2 mg polysaccharide was hydrolyzed with 2 M TFA at 
100°C for 2 h in screw cap vial. TFA was eliminated by evaporation at 
55°C under reduced pressure (Rota vapor R3, Buchi, Switzerland). About 
50% ethanol (1 ml) was included in the vial to dissolve hydrolysate. The 
solution was centrifuged (5 min, 12,000 rpm) to remove non-hydrolyzed 
polysaccharide and further analyzed by gas chromatography–mass 
spectrometry (GC–MS) as described in our previous publication [34].

Green synthesis of silver nanoparticles (Ag-NPs)
AgNO3 (>99.9% pure) was purchased from Merck, India. For Ag-NP 
synthesis, 20 ml of 0.5 mg/ml of isolated polysaccharide was mixed 
with 20 ml of 1 mM AgNO₃ solution and stirred with a magnetic stirrer 
for 90 min at room temperature. Change of color from pale yellow to 
brown specified the production of the Ag-NP due to the reaction of 
polysaccharide with the silver metal ion. Simultaneously, both the 
positive control (polysaccharide solution without any addition of AgNO3) 
and the negative control (only the AgNO3 solution) sets were kept under 
the same conditions, in which the reaction mixture was maintained.

Characterization of synthesized Ag-NPs
Generation of Ag-NP was established by UV-visible (UV-Vis) 
spectrophotometer (Hitachi 330 spectrophotometer) with plasmon 
peaks at different regions of the spectral range 200–900 nm which 
corresponded to different signature marks for the production of different 
nanoparticles (NPs), respectively. Particle size was determined using 
Zen 1600 Malvern nanosize particle analyzer ranging between 0.6 nm 
and 6.0 μm. For X-ray diffraction (XRD) measurement of the reaction 
mixture, the spectra were recorded in a PW 3040/60 PANalytical X-ray 
Diffractometer (Cu Kα radiation, λ 1.54443) running at 45 kV and 
30 mA. The diffracted intensities were documented from 35° to 90° 
2 θ angles. Energy-dispersive X-ray (EDX) analysis of the dried sample 
of Ag-NP was carried out by the Hitachi S 3400N instrument. For 
Fourier transform infrared (FTIR) analysis, the dried Ag-NP was mixed 
with potassium bromide (KBr) at a ratio of 1:100. Furthermore, the 
prepared pellet was observed using a diffuse reflectance accessory in 
the spectral range between 4000 and 400/cm with a Shimadzu 8400S 

FTIR spectrophotometer. In addition, the synthesized particles were 
studied and visualized by transmission electron microscopy (TEM) 
using Tecnai G2 spirit Biotwin instrument (FP 5018/40), operating at 
around 80 kV accelerating voltage.

Analysis of the effect of synthesized Ag-NPs on some pathogenic 
bacteria
Bacillus subtilis ATCC® 6633™ (MTCC 736), Listeria monocytogenes 
ATCC® 19111™ (MTCC 657), Staphylococcus aureus ATCC® 700699™, 
Escherichia coli ATCC® 25922™, and Salmonella typhimurium ATCC® 
23564™ (MTCC 98) were utilized for the experiment. The antibacterial 
effect was estimated by determining minimum inhibitory concentration 
(MIC) values according to the microdilution method [35]. The six 
investigating bacteria were cultured freshly and 1 × 105 CFU/ml 
concentrated dilutions were prepared separately. Reactions were 
performed in 96-well plates consisting of 200 μl of NB, 20 μl of 
inoculum, and different dilutions of NPs. Following incubation for 
1 day at 37°C, 40 μl of INT dye (0.2 mg/ml) was added and incubated 
for another 30 min. The concentration that inhibited 50% growth of 
bacteria as compared with positive control was calculated as MIC value. 
Streptomycin was used as a standard drug.

RESULTS AND DISCUSSION

Physicochemical characterization of isolated polysaccharide
The extractive yield of polysaccharide from fruits of C. decandra was 
0.002% of dry matter. Total carbohydrate and protein content of the 
polysaccharide was 53.06 ± 2.73 g/100 g and 5.04 ± 0.31 g/100 g of 
dry polysaccharide, respectively. A very negligible amount of phenolics 
was detected (0.005 ± 0.001 g/100 g of dry polysaccharide). Further, 
the composition of molecular components was determined by GC–MS 
where two monosaccharides such as glucose as well as galactose were 
detected in a molar ratio of 3.64:1 (Fig. 1).

Green synthesis of Ag-NP
The characteristic brown color of the reaction mixture, a signature mark 
for the production of Ag-NP in the solution, arose due to the collective 
vibration of free electrons of Ag-NP in resonance with a light wave. The 
surface plasmon resonance absorption band of the reaction solution 
in the visible spectral region of electromagnetic radiation further 
confirmed the claim of the formation of Ag-NP [36]. The synthesis 
of Ag-NP by reduction of the metal ions during exposure of 20 ml of 
0.5 mg/ml of the polysaccharide isolated from C. decandra into 20 ml of 
1 mM AgNO₃ solution detected by brown color formation (Fig. 2).

UV/Vis spectrophotometric analysis of biosynthesized Ag-NP
The reduction of silver from Ag + ions to Ag0 state was subjected to 
spectral analysis. The surface plasmon band of the reaction mixture 

Fig. 1: Gas chromatography–mass spectrometry of polysaccharide 
extracted from fruits of Ceriops decandra
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was obtained in the visible region at 426 nm, which was specific for 
Ag-NP (Fig. 3). Furthermore, this spectral analysis suggested that the 
NPs were well dispersed in the solution as well as there was not any 
type of indication for the aggregation of the NPs.

Analysis of particle size of the Ag-NP by dynamic light scattering 
(DLS) analyzer
The DLS measurement was performed to measure the particle size of 
the Ag-NP (Fig. 4). Observations revealed the homogeneous nature of 
the dispersed Ag-NP, with a size distribution between 20 and 58 nm.

Analyses of the crystallinity of Ag-NP by XRD
Crystalline nature of the NPs was confirmed by the XRD analysis. XRD 
measurement often proves to be a useful analytical tool for newly formed 
compounds and their phases. The XRD spectra of Ag-NP displayed four 
identical appearing at 2 θ = 38°, 44°, 64°, and 78° conforming to the 
(111), (200), (220), and (311) facets of silver, respectively (JCPDS card 
file no. 04-0783) [10] (Fig. 5).

Investigation of elemental compositions of synthesized Ag-NP by EDX
The analysis of the elemental composition of the green synthesized 
Ag-NP was made by EDX. As presented in Fig. 6, a sharp wide peak 
characteristic of silver was observed around 3–4 keV. The occurrence 
of a sturdy signal from Ag atoms (81.54%) specified that the NPs were 
solely made by silver. Other EDX peaks such as U and O also suggested 
that they were mixed precipitates of the polysaccharide and silver salt. 
XRD analysis also agreed with the generation of nanosilver.

FTIR analysis of isolated polysaccharide and biosynthesized Ag-NP
Fig. 7 shows the FTIR absorption spectra for the polysaccharide and 
the synthesized Ag-NP, respectively. Both the spectra exhibited the 
occurrence of bands around 3430/cm, 2,910/cm, 1600/cm, 1450/cm, 
and 1070/cm signifying the O-H stretching, aldehydic C-H stretching, C = 
C group, -COO stretching, and -C-O-C- stretching, respectively [37-40]. 
These peaks designated the existence of proteins and other organic 

Fig. 2: (A) Only silver nitrate (AgNO3) solution and (B) color 
change of the reaction mixture of the polysaccharide with AgNO3 

solution after 24 h

Fig. 3: UV-visible spectrum of the synthesized silver nanoparticles

Fig. 4: The particle size distribution of bioreduced silver 
nanoparticles

Fig. 5: Representative X-ray diffraction pattern of silver 
nanoparticles

Fig. 6: Energy-dispersive X-ray spectrum of silver nanoparticles
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residues. Bands at around 1650, 1550, and 1250/cm indicated the 
amide I, II, and III linkages between the amino acid residues in proteins, 
which provided an indication in infrared regions of the electromagnetic 
spectrum [38,39,41]. Symmetric and antisymmetric modes of C–H 
stretching were observed in the spectral region around 2920 and 
2850/cm, respectively [38]. The bands observed in the 500–750/cm 
spectral region indicated the occurrence of R-CH group [42].

Transmission electron microscopic study of the Ag-NP
Fig. 8a displays the TEM image of the Ag-NP with a diverse range of 
their sizes which were produced after the bioreduction of the AgNO3 
solution by the polysaccharides. These findings inferred that the 
synthesized Ag-NPs were homogeneous and monodisperse in nature 
and most of them were spherical in shape. The diameters of these Ag-

NPs were in the range of 20–45 nm. The average diameter was found 
to be 28 ± 4 nm. It was thought-provoking to note that majority of the 
NPs in the TEM image were not in physical contact but were separated 
by a fairly undeviating interparticle distance. Due to the developmental 
course of the sample preparation, the data obtained from the TEM and 
DLS measurements were quite different from each other. Although 
the particles were measured in the dry state in the TEM image, the 
actual diameter of the NPs was found in this analysis, whereas the size 
measured by the DLS experiment was in the hydrated state of the NPs. 
Therefore, the NPs had a higher hydrodynamic volume due to solvent 
effects in the hydrated state. The bright circular spots in the selected 
area electron diffraction pattern further confirmed the single crystalline 
nature of the Ag-NP (Fig. 8b) [43].

Analysis of the effect of polysaccharide-based Ag-NP on some 
pathogenic bacteria
The antibacterial activity of biosynthesized Ag-NP was observed 
against both Gram-negative and Gram-positive bacteria using the 
microdilution method. As presented in Table 1, the growth of all 
experimental strains was found to be affected in the presence 
of the NPs as compared to the negative control. In the case of 
L. monocytogenes, a Gram-positive bacterium, introduction of 
50 μg/ml of polysaccharide Ag-NP caused 47.93 ± 5.98% of reduction 
of bacterial density. Interestingly, growth of all examined Gram-
negative bacteria was also detected to be inhibited in the presence 
of similar doses of the nanomaterials. Treatment of 50 μg/ml of 
synthesized nano inhibited 10.11 ± 0.18 and 28.17 ± 5.97% in the 
case of E. coli and S. typhimurium, respectively. These observations 
suggested strong antibacterial potentiality of synthesized Ag-NP.

CONCLUSION

The present study described biosynthesis of stable Ag-NP using 
polysaccharide from fruits of C. decandra plant. The production of 
biosynthesized nanomaterial was established by UV-Vis, XRD, and FTIR. 
The green synthesized Ag-NP presented strong antibacterial activity 
against some pathogenic Gram-positive (L. cytomonogenes, B. subtilis, 
and S. aureus) and Gram-negative (S. typhimurium and E. coli) bacteria. 
Thus, the green synthesis of Ag-NP using plant polysaccharide was an 
environment-friendly and cost-effective method as compared to the 
conventional physical and chemical synthesis techniques.
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Advancement of an environment-friendly, trustworthy, and speedy route for the generation 

of Ag-NP using natural system is an essential urge in nanotechnology. This study accounts 

for the efficacy of liquid extract of Adiantum lunulatum Burm. f. for the synthesis of Ag-

NP. This is the first attempt of introducing the biosynthesis mechanism of Ag-NP using 

the extract of this plant along with the antimicrobial evaluation of the Ag-NP. All the 

detailed features of the fabricated nanoparticles were well documented by UV-Vis, DLS, 

Zeta Potential, FTIR, EDX, XRD, and TEM. The mean diameter of Ag-NP was about 

28±2 nm. Antibacterial proficiency of Ag-NP was also determined against various gram 

natured pathogenic bacteria.  
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1. Introduction 
 

Nanotechnology is an imperative tool for the expansion of science in the present era. It is 

the competence to produce and design structure at nano-metric range [1] and a stimulus for the 

expansion of several other fields like physiochemical [2], optical [3], electrical [4], sensing [5], 

catalysis [6], photochemical [7], etc. due their exclusive feature of sizeable surface area to volume 

ratio. 

Silver is one of the safe inorganic elements which is projected as “next-gen” antimicrobial 

agent [8]. As consequences metallic silver made an incredible response in the form of Ag-NP. This 

has unfolded novel strategies to use metallic silver. Ag-NP has extensive angles of application 

concerning bio-labeling [9], [10], antibiotics [11], antibacterial [12], [13], antifouling & anti-

parasitic [14] properties, drug delivery mechanisms [15] etc. They are also highly effectual in 

triggering of inflammation & apoptosis than bulk silver material. It also acts as a catalyst for the 

reduction of dye like methylene blue [16], enhances radiation therapy [17], used in ESR dosimetry 

[18], glyconano sensors for diseases diagnosis [19]. But still, there are many lacunas regarding the 

appliance of Ag-NP on the evaluation of the risk of human health and environment and human 

health [20]. 

Various protocols are known to date for developing metallic nanoparticles. They are 

mainly parted into two approaches- (i) top-down and (ii) bottom up [21]. The former one defines 

to be a reduction in the size of bulk material by means of mechanical methods, and later one is a 
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process of assembling smaller particle into a larger entity. Production of nanoparticles by chemical 

means is one such example [22]. However, the nanoparticles synthesized via chemical means are 

hazardous as for the utilization of various toxic and corrosive chemicals during the production 

process [23]. Moreover, the process is not so cost-effective [11]. Therefore, an urge to develop an 

eco-friendly and a non-hazardous route to manufacture nanoparticles which can meet both cost & 

energy demands [24] has become an urgent need. 

Consequently, the biological performances are considered as an alternative and 

advancement over former approaches as it involves natural compounds such as sugars, 

biodegradable polymers, plants extracts [3], [25]–[28]. Metallic nanoparticles manufactured by 

fungi [11], [29], [30], bacteria [31], algae [27] and plants [26], [32] are well known. Furthermore, 

the rate of plant synthesized nanoparticles is much faster [26], [32], stable [24] and are highly 

mono-dispersive [33] in relation to supplementary biological methods.   

Among cryptograms, the use of algae [24] & bryophytes [34] to fabricate nanoparticles are 

quite popular. Unlike that of pteridophytes (fern & fern allies) for forging of nanoparticles are less 

investigated. Till date only few of the pteridophytes like Adiantum capillus-veneris [35], Adiantum 

caudatum [36], Adiantum philippense [37], [38], Azolla microphylla [39], [40], Pteris tripartita 

[41], Asplenium scolopendrium [42], Actinopteris radiata [43], Christella dentata, Cyclosorus 

interruptus, Nephrolepis cordifolia [44] have been used so far.   

Adiantum lunulatum Burm. f. is recognized for it's antioxidant [45], antimicrobial [46] & 

medicinal properties like anti-hyperglycemic action [47] against influenza and tuberculosis [48]. 

The plant is enriched with carbohydrates, terpenoids, phenols, and flavonoids [45], [49], [50]. 

These versatile features of this plant made it our choice in the first place to fulfill our goals. Thus, 

this current study was designed with an intention of synthesis of Ag-NP by a greener route by 

using the fern Adiantum lunulatum and assessment of the antibacterial nature of these Ag-NP 

against various pathogenic microorganisms.  

 

 

2. Experimental 
 
2.1. Chemicals  

The chemical silver nitrate (AgNO3) was procured from Sigma, St. Louis, MO, USA. 

 

2.2. Plant material 

The plant was collected from different areas of West Bengal like Kalyani (22.9751° N, 

88.4345° E) of the district Nadia, West Bengal, Kalingpong district (27.066668° N, 88.466667° E) 

and Rajpur-Sonarpur Municipality area (22.4491° N, 88.3915° E) of the district South 24 

Parganas, West Bengal, India. The respective plant specimen was self-identified and binomially 

jointly by Pteridology & Paleobotany Lab, Department of Botany, University of Kalyani, Kalyani, 

Nadia, West Bengal, India, Pin-741235 and Department of Botany, Dinabandhu Andrews College, 

Garia, Kolkata, West Bengal, India, Pin-700084. Voucher specimens were made from the 

collected specimen and further deposited both at the Herbarium of the Botany Department, 

University of Kalyani as well as Herbarium of the Botany Department, Dinabandhu Andrews 

College. 

 

2.3. Preparation of plant extract 

At first, the whole plant was washed entirely by tap water and distilled water respectively. 

The superficial water was dried from the plant body by proper desiccation. Then, 5 gm of that 

desiccated plant material was crushed in mortar & pestle into a paste. After that hundred ml of 

distilled water was mixed to that paste [37]. Filtration of the crude solution was done thrice by 

Whatman filter paper no.1. Finally, the filtrate was collected all together for future reference. 

 

2.4. Synthesis of Ag-NP 

Hundred ml of 1mM AgNO3 solution was mixed to the liquid extract (1:5v/v) and stirred 

constantly for 1 hour [11], [13].  Both, positive (plant extract) and negative control (AgNO3 

solution only) were conserved under similar environments. 
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Centrifugation was followed to separate out the Ag-NP (at 12000 g for 15 min), and the 

settled nanoparticles were washed (three times) in deionized water. The purified Ag-NP were re-

suspended in deionized water and ultra-sonicated by Piezo-u-sonic ultrasonic cleaner (Pus-60w) 

and kept at normal room temperature (37°C) [30]. 

 

2.5. UV–Vis absorption spectroscopy analysis 

Adiantum lunulatum mediated biosynthesized nanoparticles had been observed under 

Hitachi 330 Spectrophotometer with plasmon peaks at varied regions of the spectral range 300 to 

700 nm which resembled different signature marks for the production of different nanoparticles 

respectively [51], [52]. Deionized water was selected for reference. 

 

2.6. Particle size measurement by DLS experiment 

Particle size was found out by using Zen 1600 Malvern nanosize particle analyzer ranging 

between 0.6 nm and 6.0 μm under such conditions particle having an absorption coefficient of 

0.01, particle refractive index 1.590, water refractive index 1.33, viscosity –cP, Temperature-25°C 

and a broad calculation model for irregular particles. About 10−15 measurement cycles of 10 s 

each was taken in account. The acquired data were averaged by the preloaded software (DTS, 

version 5.00 from Malvern) of the respective instrument [53].   

 

2.7. Zeta potential measurement 

Using Beckman Coulter DelsaTM Nano Particle Analyser (USA) zeta potential (Charge 

distribution) of the nanoparticles was investigated by revealing the solution with He–Ne laser in a 

sample cell (658 nm). Using Phase Analysis Light Scattering mode measurements were taken with 

an Ag electrode [54]. 

 

2.8. EDS analysis 

A small amount of sample was taken in glass slide creating a reedy layer of the sample. 

An additional sample was blotted off and then the sample was permitted to dry for overnight [55]. 

Hitachi S 3400N instrument was the automatic choice for us to carry out the analysis of the 

samples. The spectra were recorded for future analysis. 

 

2.9. XRD- measurement 

The crystallinity of forged Ag-NP was confirmed and determined by XRD analysis. The 

XRD sample was all set on a microscopic glass slide by depositing the centrifuged sample and 

thereafter dried at 45ºC in a vacuum drying oven overnight. The vacuum dried Ag-NP were then 

used for powder X-ray diffraction analysis.   

The diffractogram was documented from PANalytical, XPERTPRO diffractometer using 

Cuk (Cu Kα radiation, λ 1.54443) as X-ray source running at 45 kV and 30 mA [56]. The 

diffracted intensities were noted from 35° to 99° 2θ angles [53], [57], [58]. 

 

2.10. FTIR analysis 

The vacuum dried inorganic metal nanoparticles were mixed up individually with KBr, 

alkali halide at a ratio of 1:100 (weight/weight). The two materials were then grounded to a fine 

powder in a mortar and pestle separately. Then the mixture was converted into a pellet press 

consisting of two pistons in a smooth cylindrical chamber. The pressure of up to 25000 psi was 

then applied for different measures of time in a vacuum. After that, the pistons were removed and 

the clear pellet was placed in a holder of the spectrophotometer. Since the KBr did not absorb 

infrared radiation in the region 4,000 and 400 cm
-1

 a complete spectrum of the solid was obtained 

[59]. The spectra were viewed by Shimadzu 8400S FTIR spectrophotometer. The spectral domain 

was set down in between four thousand and four hundred cm
-1 

[56]. 

 

2.11. TEM inspection of nanoparticles 

Morphological and topographical characterization of the nanoparticles had been well 

established by the TEM studies [21]. On a carbon-coated copper grid thin films of the synthesized 

Ag-NP were prepared (30 μm × 30 μm mesh size) and a droplet of the Ag-NP suspension was 
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spotted on the grid.  With the help of blotting paper, the excess sample was blotted off and then it 

was kept for drying off under a mercury lamp for five minutes. The synthesized particles were 

examined and visualized by TEM using a Tecnai G2 spirit Biotwin instrument (FP 5018/40), 

operating at around 80 kV accelerating voltage [60]. 

 

2.12. Estimation of antibacterial potentiality  

Bacillus subtilis MTCC Code 736, Listeria monocytogenes MTCC Code 657, 

Staphylococcus aureus MTCC Code 96, Escherichia coli MTCC Code 68, Klebsiella pneumoniae 

MTCC Code 109 and Salmonella typhimurium MTCC Code 98 were obtained from MTCC, 

Institute of Microbial Technology, Chandigarh, India. Antibacterial nature was estimated by 

determining minimum inhibitory concentration (MIC) values according to the microdilution 

method [61], [62]. The six investigating bacteria were freshly cultured and 1×10
5
 CFU/ml 

concentrated dilutions were constructed separately. Reactions were performed in ninety-six well 

plate consisting of 200 μl of NB, 20 μl of inoculum and different dilutions of polymers. Following 

incubation for one day at 37°C, 40 μl of INT dye (0.2 milligrams/milliliter) was mixed and 

incubated for the next round of thirty min. The concentration that inhibited 50% progression of 

bacteria growth as compared with positive control was calculated as MIC value. Streptomycin was 

cast-off as a standard drug. 

 

 

3. Results and discussion 
 
3.1. Characterization and identification of the plant specimen 

The plant is rhizomatous, sub-erect to erect in posture, Entire body appears to be shiny and 

glabrous. Plant body ranges between 9–18 inches and are non-articulate (Fig. 1A). The mature 

stem appears to be brownish to dark in colour. Lamina is simply pinnate, lanceolate. Pinnae is 

finely leathery which is deep green or pale in colour, glabrous above and below, up to 10 pairs, 

stalked, alternate, fan-shaped (Fig. 1C) [63]–[65]. Venation pattern of the pinnae is dichotomous 

(Fig. 1D)[63]. Sporophylls are not grouped in strobili, whereas sporangia are enclosed in 

sporocarps. Sori is not dorsal and have false indusium, sporangia formed in definite groups [66]. 

T.S of the stem shows sclerenchymatous ground tissue and are 3–4 layered followed by 

parenchymatous cells. The xylem appears to be V-shaped with two arms that are turned inwards 

(Fig. 1B). Xylems are also both exarch and diarch [63], [67], [68]. The outer wall of spore appears 

to be rugulate under SEM which is an enlisted characteristic of the species [69] (Fig. E-G). Hence, 

the observation made from the above evidence identifies the specimen to be Adiantum lunulatum 

Burm.f. (A. Philippense Linn.) of the family Pteridaceae. 

 

 

Fig. 1. (A) Digital photograph of the sporophyte of Adiantum lunulatum Burm. f. used in the biosynthesis of 

Ag-NP, (B) Transverse Section of the stem of Adiantum lunulatum, (C) Photograph of the Herbarium 

Specimen of Adiantum lunulatum Burm. f., (D) Venation pattern of the leaf of Adiantum lunulatum, (E–G) 

Scanning Electron Microscopic images of the spores of Adiantum lunulatum. 
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3.2. Production and characterization of Ag-NP 

Ag-NP exhibits dark brown colour in liquid solution due to excitation of SPR in Ag-NP. 

Reduction of the Ag ions to Ag-NP at the time of contact to the liquid extract of Adiantum 

lunulatum could be followed by colour change. The liquid extract mediated synthesis of Ag-NP 

was validated by visually monitoring three flasks containing the AgNO3 solution, a liquid extract 

of Adiantum lunulatum and the reaction mixture of the liquid plant extract with AgNO3 solution 

respectively. An instantaneous and immediate turn over in the colour of the reaction mixture from 

colourless solution to brown colour signified the formation of Ag-NP (Fig. 2B) [70], whereas the 

liquid plant extract (Fig. 2A) and the AgNO3 solution (Fig. 2C) were observed to retain their 

original colour. The colour of the control samples showed no change with cumulative incubation 

time. The appearance of a prominent brown colour designated the occurrence of the reaction and 

the development of the Ag-NP [53]. 

 

 
 

Fig. 2. Three flasks containing (A) only the liquid plant extract, (B) reaction mixture of liquid  

plant extract and AgNO3 solution and (C) Only AgNO3 solution, respectively. 

 

 
3.3. UV–Visible spectroscopic analysis of Ag-NP 

The evolution of silver from Ag
+
 ions to Ag

0
 state was categorized for spectral analysis. A 

broad and strong SPR band of the reaction solution was obtained in the visible spectrum at 420 

nm, which was specific for Ag-NP (Fig. 3). Furthermore, this spectral analysis advocated that the 

Ag-NP were not in aggregated form. They scattered very well in the suspension [43], [53].  

 

 
 

Fig. 3. UV–VIS spectrum of the synthesized silver nanoparticles. 

 

3.4. Particle size measurement of Ag-NP 

The DLS measurement was performed to get the knowledge of the size of the Ag-NP. 

Laser diffraction had shown that particle size found in the between 30–98 nm range (Fig. 4) The 

average diameter of these AgNO3 nanoparticles was calculated to be 65±2 nm [71].  
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Fig. 4. The particle size distribution of bioreduced silver nanoparticles. 

 

 

3.5. Zeta potential of Ag-NP 

As displayed in Fig. 5, the zeta potential obtained from the Ag-NP showed a surface 

charge with a value of –84.11 mv [72]. The particles repel each other in suspension either having a 

negative or a positive zeta potential and also there shall be a very less tendency for the particles to 

come along. The slightly negative charge on the nanoparticles was probably resulting in the high 

stability of the Ag-NP without forming any aggregates when kept for an extended episode of time 

of more than a month [73]. Even the samples were retained their characteristic nature for more 

than a year (data not shown).  

 

 
 

Fig. 5. Zeta potential of the biosynthesized silver nanoparticles. 

 

 
3.6. EDX observation of Ag-NP 

Fig. 6 illustrates the spot-profile mode of the EDX spectrum recorded from one of the 

densely-populated Ag-NP areas. In EDX spectra of Ag-NP, a sharp wide peak was detected in 

between 3–4 keV spectral region. The peak around 3–4 keV spectral region associated with the 

binding energies of silver [74]. The incident of that sturdy signal from Ag atoms (87.76%) 

itemized that the nanoparticles were solely made by silver. Therefore, EDX spectra of the Ag-NP 

established the presence of silver in the nanoparticles without any impurity of peaks [34]. 

However, there were other peaks of EDX for Cl and P, signifying that they were mixed 

precipitates from the plant extracts. 
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Fig. 6. EDX spectrum of silver nanoparticles. 

 

 

3.7. Analyses of the crystallinity of Ag-NP by XRD 

XRD measurement often proves to be a useful analytical gizmo for the identification of 

the crystalline nature of the newly formed compounds and their respective phases. XRD patterns 

of the dried Ag-NP revealed the subsistence of sharp diffraction lines at low angles (2° to 99°). 

The Ag-NP pointed out four sharp peaks of Ag at 2θ = 38°, 44°, 64° and 78° that could be indexed 

to the (111), (200), (220) and (311) facets of Ag, respectively (JCPDS card file no. 04-0783) [Fig. 

7] [75]–[79]. Thus, the XRD-spectrum measurement, answered in four strong peaks agreed to the 

Bragg’s reflection of silver nanocrystals, finalized the crystalline nature of the Ag-NP [80]. The 

unambiguous background noise was undoubtedly due to the shell of protein around the 

nanoparticles [56].  

 

 
 

Fig. 7.XRD pattern of silver nanoparticles. 

 

3.8. FTIR analysis of Ag-NP  

FTIR absorption spectra of biosynthesized vacuum-dried Ag-NP have presented in Fig. 8. 

The spectra exhibited an extensive and strong absorption band corresponding to the O–H 

stretching vibration at around ⁓3,066 cm
-1

. Symmetric and anti-symmetric modes of C–H 

stretching vibration were observed in the spectral region around ⁓2,889 cm
-1

 and ⁓2,820 cm
-1 

respectively [81]–[83]. Taraschewski et al. [84] reported earlier that the peak at around ⁓2,360 

cm
-1 

was observed due to CO2 vibration that might not be necessarily from the sample. Peaks at 

around ⁓1,567, ⁓1,380, and ⁓1,070 cm
-1 

were attributed to C=C stretching, –NH2 symmetric 

stretch, and CO vibrations, respectively [34], [82], [85]–[87]. The band at around ⁓1,567 cm
-1

, 

which commensurate to bending vibration movements in amides II, was earlier reported during the 

synthesis of Ag-NP [34]. The bands are visible in between the range of 500 to 750 cm
-1 

which 

confirmed the presence of R-CH group which might come from the liquid plant extract [88]. From 

this result, it could be stated that the soluble polypeptides present in the liquid plant extract may 

have acted as a capping agent to prevent the aggregation of Ag-NP in solution, and thus playing a 
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relevant role in their extracellular synthesis and shaping of the quasi-spherical Ag-NP [11], [30], 

[89]. 

 

 
 

Fig. 8. FTIR absorption spectra of biosynthesized Ag-NP. 

 

 
3.9. TEM of Ag-NP  

TEM image, shown in Fig. 9, recorded dissimilar dimensions of Ag-NP which arose from 

the bio-reduction of the silver solution by liquid plant extract at room temperature (30ºC). The 

particles were found to be hexagonal, quasi-spherical as well as monodisperse in nature (Fig. 9 A-

C) [11]. The measured diameter of these Ag-NP was in the domain of about 10–60 nm [90]. The 

average diameter of these Ag-NP was calculated to be 28±2 nm. The SAED pattern showed bright 

circular spots which further confirmed the single crystalline property of the Ag-NP (Figure 8D) 

[71]. It was thought-provoking to note that most of the Ag-NP in the TEM images were not in 

physical contact but were separated by a fairly undeviating inter-particle distance. Due to the 

developmental course of the sample preparation, the observed diameter of the Ag-NP during TEM 

analysis was quite unlike from that of the results obtained from DLS measurement as because Ag-

NP were in a dry state in TEM whereas in the hydrated state in DLS experiment [91]. 

 

   
 

   
 

Fig. 9. (A–C) TEM images of Ag-NP (D) Selected area electron diffraction (SAED) 

 patterns of crystalline Ag-NP. 
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3.10. Analysis of the effect of synthesized Ag-NP on some pathogenic bacteria 

The biosynthesized Ag-NP was studied in 96 well plates for determining its antibacterial 

activity against both Gram-positive and Gram-negative bacteria. As presented in Table 1, the 

growth of all experimental strains was found to be subdued by the treatment of the Ag-NP as 

compared to Gram-negative control. In the case of Listeria monocytogenes, a Gram-positive 

bacterium, introduction of 25 μg/ml of Ag-NP caused 72.64±4.58% of reduction of bacterial 

density. Interestingly, growth of all examined Gram-negative bacteria were also noticed to be 

affected in the presence of a similar dose of the nanomaterials. Treatment of 25 μg/milliliter of 

synthesized Ag-NP showed maximum inhibition 48.45±2.87 and 88.7±5.62% with reference to S. 

typhimurium and E. coli respectively. These findings recommended strong antibacterial 

potentiality of synthesized Ag-nano. 
 

Table 1. Antibacterial activity of synthesized silver nanoparticles as determined by the minimum  

inhibitory concentration value (µg/ml) (mean ± standard deviation; n = 3). 

 

 

Type of bacteria Name of bacteria Nanoparticles Streptomycin  

Gram positive Listeria monocytogenes 17.55 ± 3.57 4.68 ± 0.17 

Staphylococcus aureus 17.85 ± 1.71 6.29 ± 0.16 

Bacillus subtilis 105.41 ± 14.23 5.61 ± 0.01 

Gram negative Escherichia coli 12.36 ± 2.68 5.41 ± 0.11 

Salmonella typhimurium 28.77 ± 1.47 5.09 ± 0.03 

Klebsiella pneumoniae 17.84 ± 0.58 5.29 ± 0.14 

 
 

4. Conclusions 
 

The current work described biosynthesis of stable Ag-NP using liquid plant extract of 

Adiantum lunulatum. The production of biosynthesized nanomaterial was established by UV-Vis, 

DLS, EDX, XRD, FTIR and TEM analysis. The green synthesized Ag-NP presented strong 

antibacterial potentiality against pathogenic Gram-positive (Listeria monocytogenes, 

Staphylococcus aureus, and Bacillus subtilis) and Gram-negative (Escherichia coli, Salmonella 

typhimurium and Klebsiella pneumoniae) bacteria. Thus, the green synthesis of antimicrobial Ag-

NP using liquid plant extract was an environment-friendly method as compared to the 

conventional physical and chemical synthesis techniques. 
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Abstract: Advancement of an environment friendly, trustworthy, and speedy 
route for the production of Ag-NP using natural system is an essential urge in 
nanotechnology. Biological synthetic techniques are considered as a better 
alternative over other conventional methods. Silver is a safe inorganic element 
that is projected as ‘next-gen’ antimicrobial agent and had been extensively 
used against several bacterial strains from the ancient times. Here, we 
document a low-cost green synthesis approach for construction of Ag-NP  
using fruit extracted polysaccharide of Bruguiera cylindrica, a mangrove plant 
of Sundarban. During the investigation of GC-MS an adequate amount of 
glucose was found as major carbohydrate molecule in the extracted 
polysaccharide. Synthesised Ag-NP were also characteristically described by 
UV-Vis, DLS, TEM, EDAX, XRD and FTIR. The average diameter of the  
Ag-NP was 4.5 ± 1 nm. Additionally, antibacterial nature of Ag-NP was also 
find out against some of the pathogenic gram-positive and gram-negative 
bacteria. 
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nanoparticle; bacterial growth. 
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1 Introduction 

In nanotechnology, when a particle performs the similar characteristic features and 
transports properties like the whole unit then it is indicated as a small object. Depending 
on the size, it is furthermore categorised into three classes such as fine particles, ultrafine 
particles and nanoparticles (Taylor et al., 2013). In respect of diameter, the fine particles 
are specified in between the scale of 100–2,500 nanometres, while for both ultrafine 
particles and nanoparticles; it is ranged in between 1–100 nanometres. But the 
nanoparticles probably be or not be revealed the same size-related characteristic features 
that diverged considerably from those detected in fine particles or bulk materials (Taylor 
et al., 2012, 2013; Hewakuruppu et al., 2013). Like the nanoparticles, when the 
distribution of size of any clustered material ranges in single dimension between  
1–10 nanometres, it is specified as nanoclusters whereas the assembling of these 
nanoclusters is recognised as nano-powders. In a similar way, the single nano-sized 
crystals or ultrafine single-domain particles are recognized as nanocrystals (Fahlman, 
2011). Over the recent past, the field of nanotechnology has introduced a new age of 
science which involves creation of materials near atomic scale with unique optical, 
chemical, physical and thermal features (Mohammadlou et al., 2016). 

Silver is a safe inorganic element that has the capability to kill more than 650 variants 
of disease causing microorganisms (Jeong et al., 2005). The observed antimicrobial 
feature of Ag-NP is a growing interest in the arena of microbiology (Choi et al., 2008). 
This Ag-NP have been projected as ‘next-gen’ antimicrobial representatives (Rai et al., 
2009b). As a consequence, metallic silver made a significant recovery in form of Ag-NP 
with powerful antimicrobial effects. Investigations have revealed that after exposure to 
bacteria, the nano-silver gets adhered to cell membrane, penetrates inside and attacks 
respiratory chain that finally causes to cell death. In addition, these particles discharge 
silver ions inside cells which hinder the ability of bacterial DNA synthesis and causes 
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deactivation of proteins containing thiol groups (Rai et al., 2009a; Ydollahi et al., 2016). 
This has unfolded novel strategies to use pure silver against many antibiotic resilient 
microorganisms and due to this, it has been adopted in many commercial products like 
topical ointments, toothpaste, soap, socks etc. (Ahmed et al., 2016; Zhao et al., 2016). In 
addition, Ag-NP has also emerged up as a promising agent for waste water disinfection 
system (Bora and Dutta, 2014). In a recent work, the use of antimicrobial silver 
compounds against coliform bacteria of waste water has been well established (Jain and 
Pradeep, 2005). 

So far, a number of conventional physical and chemical techniques are available for 
Ag-NP synthesis; although majority of them are expensive, complicated, energy 
generative and involve use of hazardous chemicals (Ayyub et al., 2001; Backman, 2005; 
Kimling et al., 2006; Dong et al., 2010; Rajeshkumar, 2016). Conversely, the biological 
techniques are recognised as an advance and better replacement over other methods as it 
involves natural reagents like sugars, biodegradable polymers, plant extracts, 
microorganisms (Saha et al., 2010; Sarkar et al., 2011b, 2012, 2014, 2017; Acharya and 
Sarkar, 2014; Railean-Plugaru et al., 2016; Sarkar and Acharya, 2017). Previously, 
several attempts have been made to synthesise Ag-NP by using polysaccharide extracted 
from different plants (El-Rafie et al., 2013; Sathiyanarayanan et al., 2013; Sanyasi et al., 
2016; Vasquez et al., 2016; Maity et al., 2019). But we have first time made this attempt 
to synthesis Ag-NP by using the polysaccharide extracted from a mangrove plant. 
Polysaccharides from mangrove plants such as Bruguiera cylindrica (L.) Blume can be 
used as a bio-factory for synthesis of nanoparticles because these are extremely stable, 
benign, non-toxic and with known biological activities (Maity et al. 2019). In this 
context, the mangrove plant, Bruguiera cylindrica (L.) Blume, could be a better substitute 
as it was scientifically proved that it has numerous bioactive components. It has been 
traditionally used as remedial measures for hepatitis, diabetes, wounds, ulcers, boils, 
diarrhoea, angina and dysentery (Kathiresan and Ramanathan, 1997; Bandaranayake, 
1998). Recent investigations have reported that Bruguiera cylindrica possesses 
antioxidant (Banerjee et al., 2008), antinociceptive (Uddin et al., 2005), antidiabetic 
(Nabeel et al., 2010) and antimicrobial properties (Sakagami et al., 1998; Ravikumar  
et al., 2010). Thus, the recent work was aimed to produce Ag-NP by a greener method 
using the fruit extracted polysaccharide of Bruguiera cylindrica (L.) Blume, 
characterisation of the particles and appraisal of antibacterial nature. 

2 Materials and methods 

2.1 Separation of polysaccharide from fruit extract of B. cylindrica 

Fresh and healthy fruits were accumulated from the mangrove forest of Sundarban, West 
Bengal. To remove all noticeable unwanted dust particles, the fruits were carefully 
washed with tap water and distilled water respectively. After that, they were desiccated 
and sliced into small pieces. 750 gm of these finely sliced fruits were steeped into 
distilled water (volume 250 millilitres) and simmered for five hours. The subsequent 
suspension was retained at 4C for nightlong and then filtration was achieved by nylon 
cloth. Precipitation of the polysaccharide was made by the inclusion of five volumes of 
ethanol (99% alcohol). The precipitate was retained nightlong at 4°C. After 
centrifugation at 8,000 rpm for ten minutes, the precipitate was again liquefied in distilled 



   

 

   

   
 

   

   

 

   

   84 J. Sarkar et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

water and dialysed through DEAE cellulose bag for two hours to remove low molecular 
weight polysaccharides. Further, the lyophilised extract was exposed to sephadex G-100 
gel permeation column (50 × 1.5 cm) using water as eluent (flow rate 0.5 millilitres/min). 
The eluate was accumulated (2 millilitres/tube) and carbohydrates were unveiled by 
phenol-sulphuric acid method (Masuko et al., 2005; Mecozzi, 2005). Finally, 
polysaccharide was pooled from test tube number 15–30 and freeze-dried. 

2.2 Physical and chemical characterisation of fruit extracted polysaccharide 

The entire content of sugar was calculated by phenol sulphuric acid method. Glucose was 
provided as standard. The sum total of protein was estimated by Bradford using BSA as 
reference. Gallic acid was defined as a reference to enumerate the total amount of 
phenolic amalgam from the polysaccharide using Folin-Ciocalteau reagent. All the data 
were presented as gram of standard equivalents per 100 gram of dry polysaccharide (Saha 
et al., 2013). To establish the monosaccharide composition, 2 milligrams polysaccharide 
was hydrolysed with 2M TFA at 100°C for two hours in screw cap vial. TFA was 
eliminated by desiccation at 55°C by bringing down the pressure (Rotavapor R3, Butchi, 
Switzerland). To dissolve hydrolysate, 50% ethanol (1 millilitre) was included to the vial. 
The centrifugation was performed for five minutes at 12,000 rpm to remove  
non-hydrolysed polysaccharide and further scrutinised by GC-MS as conveyed in our 
earlier publication (Khatua and Acharya, 2016). 

2.3 Synthesis of Ag-NP 

AgNO3 (> 99.9% pure) was procured from Merck, India. For Ag-NP synthesis,  
20 millilitres of 0.5 milligrams/millilitre of isolated polysaccharide was mixed with  
20 millilitres of 1 mM AgNO3 solution and stirred with magnetic stirrer for 90 min at 
room temperature. The colour change from pale yellow to brown specified the generation 
of the Ag-NP due to reaction of polysaccharide with silver metal ion. Simultaneously, the 
polysaccharide solution without any addition of AgNO3 (positive control) and only the 
AgNO3 solution (negative control) were kept by following the similar environment of 
reaction solution. 

2.4 Characterisation of synthesized Ag-NP 

The generation of Ag-NP was established by UV-Vis spectrophotometer (Hitachi 330 
spectrophotometer) with plasmon peaks at various regions of the spectral range  
200–900 nm which corresponded to different signature marks for different nanoparticles 
respectively. The particle size was find out by using Zen 1600 Malvern nano-size particle 
analyser ranging between 0.6 nm and 6.0 μm. For XRD measurement, the spectra were 
logged in a Panalytical X’Pert Pro X-ray Diffractometer (Cu Kα radiation, λ 1.54) 
running at 40 mA and 45 kV. The diffracted intensities were documented from 35° to 90° 
2θ angles. EDX analysis of Ag-NP was performed by the Hitachi S 3400N instrument. 
For FTIR analysis, the dried Ag-NP were mixed with KBr at a ratio of 1:100. 
Furthermore, the prepared pellet was viewed by Shimadzu 8400S FTIR 
spectrophotometer. The spectral range was set down in between 4,000 cm–1 and  
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400 cm–1. In addition, the synthesised particles were examined and visualised by TEM 
using Tecnai G2 spirit Biotwin instrument (FP 5018/40), operating at around 80 kV 
accelerating voltage. 

2.5 Analysis of effect of synthesised Ag-NP on some pathogenic bacteria 

Staphylococcus aureus ATCC® 700699™, Bacillus subtilis ATCC® 6633™ (MTCC 
736), Listeria monocytogenes ATCC® 19111™ (MTCC 657), Escherichia coli ATCC® 
25922™ and Salmonella typhimurium ATCC® 23564™ (MTCC 98) were utilised for the 
experiment. The antibacterial effect was estimated by determining MIC values according 
to microdilution method (Stojković et al., 2013). The five investigating bacteria were 
cultured freshly and 1×105 CFU/millilitre concentrated dilutions were constructed 
separately. Reactions were performed in 96 well plates consisting of 200 μl of NB, 20 μl 
of inoculum and different dilutions of nanoparticles. Following incubation for one day at 
37°C, 40 μl of INT dye (0.2 milligrams/millilitre) was mixed and incubated for a next 
round of 30 min. The concentration that inhibited 50% progression of bacteria growth as 
compared with positive control was calculated as MIC value. Streptomycin was cast-off 
as a standard drug. 

3 Results and discussion 

3.1 Physical and chemical characterisation of isolated polysaccharide 

The extractive yield of polysaccharide from fruit extract of B. cylindrica was  
0.026 ± 0.006% of dry matter. Total carbohydrate content was 51±5 gm/100 gm of the 
dried polysaccharide whereas the total estimated protein content was 4±0.06 gm/100 gm 
of the respective sample. Very negligible percent of phenol was detected  
(0.5±0.05 gm/100 gm of dry polysaccharide). Further, the molecular contents were 
finalised by GC-MS where glucose was detected as the dominant monomer (Figure 1). 

Figure 1 GC-MS of polysaccharide extracted from fruits of Bruguiera cylindrica 
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3.2 Synthesis of Ag-NP 

The characteristic brown colour of reaction mixture, a signature mark for the generation 
of Ag-NP in the solution, arose due to the collective vibration of free electrons of Ag-NP 
in resonance with light wave. The SPR absorption band of reaction solution in the visible 
spectral region of electromagnetic radiation further confirmed the claim of the formation 
of Ag-NP (Sarkar et al., 2011a). The generation of Ag-NP by reduction of the metal ions 
during exposure of 20 millilitres of 0.5 milligrams/millilitre of the polysaccharide 
isolated from Bruguiera cylindrica into 20 millilitres of 1 mM AgNO3 solution, was 
detected by brown colour formation (Figure 2 inset). 

Figure 2 UV-Vis spectrum of the synthesised silver nanoparticles (see online version for colours) 

 

Notes: Inset: represents (A) colour change of reaction mixture of the polysaccharide with 
AgNO3 solution after 24 hours and (B) only AgNO3 solution. 

3.3 UV-Vis spectrophotometric analysis of biosynthesised Ag-NP 

The evolution of silver from Ag+ ions to Ag0 state was categorised for spectral analysis. 
Broad and strong SPR band of reaction solution was obtained in the visible spectrum at 
420 nm, which was specific for Ag-NP (Figure 2). Furthermore, this spectral analysis 
advocated that the Ag-NP were not in aggregated form. They scattered very well in the 
suspension (Sarkar et al., 2011a). 

3.4 Analysis of size distribution of the Ag-NP by DLS analyser 

The DLS measurement was performed to get the knowledge of size of the Ag-NP  
[Figure 3(a)]. Observations revealed the heterogeneous nature of the dispersed Ag-NP, 
with a size distribution between 1–10 nm. 
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3.5 Analysis of the crystallinity of Ag-NP by X-ray diffraction 

The XRD measurement often proves to be a useful investigative device for newly formed 
compounds and their phases. Crystallinity of Ag-NP was established by this analysis. The 
XRD spectra of Ag-NP displayed four identical appearing at 2θ = 38°, 44°, 64° and 78° 
conforming to the (111), (200), (220) and (311) facets of silver, respectively (JCPDS card 
file no. 04-0783) (Saha et al., 2010) [Figure 3(b)]. 

Figure 3 (a) Particle size distribution of bioreduced silver nanoparticles (b) representative XRD 
pattern of silver nanoparticles (see online version for colours) 

 

(a)     (b) 

Figure 4 EDX spectrum of silver nanoparticles (see online version for colours) 

 

3.6 Investigation of elemental framework of the produced Ag-NP by EDX 

In Figure 4, a sharp wide peak characteristic to silver was observed around 3–4 keV 
(Magudapathy and Gangopadhyay, 2001; Durán et al., 2005; Jaidev and Narasimha, 
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2010; Banu et al., 2011). The existence of a sturdy signal from Ag atoms (85.29%) 
finalised that the produced nanoparticles were solely made by silver. Other EDX peaks 
like the peaks of oxygen also advocated that they were mixed precipitates of the 
polysaccharide and silver salt. XRD analysis also agreed with the generation of nano 
silver. 

3.7 FTIR study of isolated polysaccharide and bio-synthesised Ag-NP 

Figure 5 shows the FTIR absorption spectra for the synthesised Ag-NP [Figure 5(a)] and 
untreated polysaccharide [Figure 5(b)] respectively. Both the spectra exhibited the 
existence of bands around 3,430 cm–1 and 1,620 cm–1 signifying the O-H stretching and 
C=C group respectively (Jin and Bai, 2002; Socrates, 2004; Sanghi and Verma, 2009; 
Sathyavathi et al., 2010). The intensity of these peaks was revealed the chief role of  
O2-containing functional groups in the reduction of Ag+ ions in contrast to untreated 
polysaccharide [Figure 5(a)] where the peak of the –COOH (carboxyl) group was 
shortened due to interaction with the surface of the Ag-NP (Ebrahiminezhad et al., 
2016b). In the 5B spectrum, bands observed at around 2,920, 1,450 and 1,250 cm–1 
indicated the aldehydic C-H stretching, –COO stretching and C-C stretching vibration 
respectively (Barth, 2007; Sathyavathi et al. 2010). Due to diminution of Ag+ to Ag0, the 
peaks at around 2,920, 1,450, 1,250 and 1,070 cm–1 were eliminated from the 5A 
spectrum (Ebrahiminezhad et al., 2016b). A new peak visible only at 1,380 cm–1 in  
Figure 5(a) showed the existence of –NO3 which was derived from AgNO3 (Sarkar et al., 
2011a; Ebrahiminezhad et al., 2016b). The bands noticed in the 500 to 750 cm–1 spectral 
region indicated the existence of R-CH group (Singh et al., 2010). The characteristic 
peaks for C=O stretching vibration appeared at 1,745 cm–1 was shifted to 1,760 cm–1 in 
the spectrum of Ag-NP which framed that the carbohydrates performed a major role both 
as a diminishing as well as capping agent of the Ag-NP (Dasgupta et al., 2017). Majority 
of the carbohydrates have variety of O2-containing functional groups, like carbonyl, 
phenolic, hydroxyl and carboxylic groups. Silver ions displays a powerful attraction to 
these functional moieties via coordination or electrostatic interactions. These interactions 
allow electrons to pass to the Ag+ ions resulting in nucleation and growth of Ag-NP 
(Ebrahiminezhad et al., 2016a). 

2
Ag Ag

R CH OH R CHO R COOH
 

      (1) 

2 2 .
Ag

R CHOH R CO


    (2) 

In lieu of the above explanation it can be itemised that the carbohydrates present over the 
Ag-NP surface may also acts as capping agent for their stabilisation. The result of this 
spectroscopic analysis established that the carbohydrates extracted from the plant, 
Bruguiera cylindrica, has the capability to perform the function regarding the stability of 
the Ag-NP over long period. 

3.8 TEM analysis of the Ag-NP 

Figure 6(a) displays the TEM image of the Ag-NP with a diverse range of their sizes 
which were produced after the bioreduction of the AgNO3 solution by the 
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polysaccharides. These findings inferred that the produced Ag-NP were homogeneous 
and polydisperse in nature and majority of them were spherical in shape. The diameters 
of these Ag-NP were in the range of 1–10 nm. The mean diameter was observed to be 
4.5±1 nm. The bright circular spots in the SAED pattern further confirmed the single 
crystalline nature of the Ag-NP [Figure 6(b)]. 

Figure 5 FTIR absorption spectra of, (a) synthesised silver nanoparticles (b) untreated 
polysaccharide 

 

Figure 6 (a) Transmission electron microscopic image of silver nanoparticles (b) SAED patterns 
of crystalline silver nanoparticle (see online version for colours)  

 

(a)     (b) 
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Table 1 Antibacterial activity of synthesised silver nanoparticles as determined by minimum 
inhibitory concentration (MIC) value (µg/ml) (mean ± SD; n = 3) 

Type of bacteria Name of bacteria 
Minimum inhibitory concentration by 

Silver nanoparticles Streptomycin 

Gram-positive Listeria monocytogenes 28.31 ± 2.4 4.68 ± 0.17 

Bacillus subtilis 30.14 ± 5.43 5.61 ± 0.01 

Gram-negative Escherichia coli 32.72 ± 9.53 5.41 ± 0.11 

Salmonella typhimurium 42.83 ± 0.08 5.09 ± 0.03 

Klebsiella pneumoniae 39.69 ± 1.67 5.294 ± 0.143 

Note: Streptomycin was considered as a positive control. 

3.9 Analysis of effect of polysaccharide based Ag-NP on some pathogenic 
bacteria 

The antibacterial nature of Ag-NP was studied against both gram-positive and  
gram-negative bacteria using microdilution method. As unveiled in Table 1, the growth 
of all experimental strains was affected in appearance of the Ag-NP in contrast to 
negative control. In case of B. subtilis, a gram-positive bacterium, introduction of  
25 μg/millilitre of polysaccharide capped Ag-NP caused 50.74 ± 3.56% of reduction of 
bacterial density. Interestingly, growth of all examined gram-negative bacteria were also 
inhibited in presence of similar doses of the nanomaterials. The treatment of  
50 μg/millilitre of synthesised Ag-NP showed maximum inhibition 62.32 ± 2.86 and 
65.98 ± 6.57% with reference to E. coli and K. pneumoniae respectively. The 
antibacterial activity was not represented by inhibitory zone, rather by determination of 
minimum inhibitory concentration (MIC). Thus, the value was higher in case of 
experimental sample which means superior concentration was required for the sample to 
inhibit bacterial growth in comparison with the standard drug. These findings indicated 
the strong antibacterial potentiality of synthesised Ag-nano. 

4 Conclusions 

This study described biosynthesis of stable Ag-NP using polysaccharide from fruit 
extract of B. cylindrica plant. The generation of biosynthesised nanomaterials  
was established by UV-Vis, XRD, FTIR. The green synthesised Ag-NP presented a 
dynamic antibacterial nature antagonistic towards some pathogenic gram-positive  
(L. cytomonogenes, B. subtilis and S. aureus) and gram-negative (S. typhimurium and  
E. coli) bacteria. Thus, the green approach for the production of Ag-NP using plant 
polysaccharide was an environment friendly and low cost method in contrast to the 
conventional physical and chemical synthesis techniques. 
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Abstract: Biosynthesis of copper oxide nanoparticles (CuONPs) in a cost-effective and eco-friendly
way has gained its importance. CuONPs has been prepared from copper sulfate by using
Adiantum lunulatum whole plant extract. CuONPs have been characterized by X-ray diffraction,
Fourier transform infrared spectroscopic, transmission electron microscope, etc. Mono-disperse,
spherical, pure, and highly stable CuONPs have formed with an average diameter of 6.5 ± 1.5 nm.
Biosynthesized CuONPs at different concentrations were applied to seeds of Lens culinaris.
Physiological characteristics were investigated in the germinated seeds. Roots obtained from
the seeds treated with 0.025 mgmL−1 concentration of CuONPs showed highest activity of different
defence enzymes and total phenolics. However, at higher concentration it becomes close to control.
It showed gradual increase of antioxidative enzymes, in accordance with the increasing dose of
CuONPs. Likewise, lipid peroxidation and proline content gradually increased with the increasing
concentration. Reactive oxygen species and nitric oxide generation was also altered due to CuONPs
treatment indicating stress signal transduction. Finally, this study provides a new approach of the
production of valuable CuONPs, is a unique, economical, and handy tool for large scale saleable
production which can also be used as a potent plant defence booster instead of other commercial uses.

Keywords: Adiantum lunulatum; antioxidative enzymes; copper oxide nanoparticles; defence enzymes;
reactive oxygen species; nitric oxide; transmission electron microscope

1. Introduction

Copper (Cu) is one of the indispensable microelements obligatory for the growth and development
of plant. It can be present as Cu2+ and Cu+ under natural conditions. Optimum concentration is
regularly involved in the plants, ranging from 10−14 to 10−16 M. In addition to many of its important
functions such as cell wall metabolism and protein regulation, it also acts as secondary signaling
molecule in plant cells. It takes part in the mitochondrial respiration, photosynthetic electron transport,
iron mobilization, hormone signaling, oxidative stress response, and also acts as cofactor for many
enzymes [1,2]. However, a higher dose of Cu leads to oxidative stress generation, growth inhibition,
cellular malfunctioning, and photosynthesis retardation [2–4].
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Though, nanotechnology is considered to be the next industrial revolution, the search is still
ongoing for better nontoxic, hazard free, and eco-friendly approach for synthesis of nanomaterials [5].
In comparison to chemically synthesized nanoparticles, green synthesized nanoparticles are more
effective and eco-friendly [6]. Until now various biological organisms are reported to have their
potentiality for the production of metallic nanoparticles. However, the rate of metal nanoparticle
synthesis with the help of plant extract is stable [7], much faster [8,9], and extremely mono-dispersive [10]
in respect to other biological methods. Moreover, in the case of copper, different organisms suchas
microbes [11,12], algae [13], fungi [14,15], and angiosperm plant extracts [16,17], are utilized for the
nanoparticles production.

Among other cryptograms, algae [7] and bryophytes [18] are quite popular to fabricate metal
nanoparticles. However, potentiality of different pteridophytes (fern and fern allied species) for the
production of nanoparticles is less surveyed. Until now only few species such as Pteris tripartite [19],
Adiantum capillus-veneris [20], A. caudatum [21], A. philippense [22,23], Asplenium scolopendrium [24],
Actinopteris radiata [25], Azolla microphylla [26], etc. have been used.

Although previously there are some reports where some ferns are considered to be poisonous
and carcinogenic for the animals [27]. However, our choice of interest, Adiantum lunulatum Burm. f.
is popular due to its antimicrobial [28], antioxidant [29], and other medicinal properties. The plant
extract may act as an anti-hyperglycemic [30] and also have some curative role against influenza
and tuberculosis [31]. The plant is a rich source of various terpenoids, carbohydrates, phenols,
and flavonoids [29,32,33].

On the other hand, despite other inorganic applications, nanomaterials are utilized as an
antimicrobial agent and defence booster in the field of agriculture. Recently, we have reported
the effect of chitosan nanoparticles as an inducer of innate immunity in tea [34]. Recent research on
nanoparticles in a number of crops such as corn, wheat, ryegrass, alfalfa, soybean, tomato, radish, lettuce,
spinach, onion, pumpkin, bitter melon, and cucumber have provided evidence of enhanced seedling
growth, germination, photosynthetic activity, nitrogen metabolism, protein level, mRNA expression,
and changes in gene expression indicating their potential use for crop improvement.

In this context, here, an attempt has been made to synthesize copper oxide nanoparticles in an
eco-friendly, greener route by using the important fern Adiantum lunulatum. The potentiality of this
CuONPs in the induction of defence and generation of stress has also been checked in a model plant
Lens culinaris.

2. Materials and Methods

2.1. Collection and Identification of Plant Material

The fresh plant was collected from the Rajpur-Sonarpur Municipality area (22.4491◦ N, 88.3915◦ E)
of the district South 24 Parganas, West Bengal, India. The respective plant specimen was self-identified
and binomially jointly by Pteridology and Paleobotany Lab, Department of Botany, University of
Kalyani, Kalyani, Nadia, West Bengal, India, Pin-741235 and Department of Botany, Dinabandhu
Andrews College, Garia, Kolkata, West Bengal, India, Pin-700084. Voucher specimens were prepared
from the collected specimens and further deposited both at the Herbarium of the Botany Department,
University of Kalyani, as well as Herbarium of the Botany Department, Dinabandhu Andrews
College, Kolkata.

2.2. Preparation of Plant Extract

The whole plant was rinsed with tap water and distilled water, respectively. The superficial water
was soaked from the plant surface. Fiveg of the desiccated plant material was homogenized in mortar
and pestle into a paste. After that, 100 mL of distilled water was mixed to that paste [22]. Filtration of
the crude solution was done thrice by Whatman filter paper no.1. Finally, the filtrate was collected all
together for future reference.
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2.3. Green Synthesis of Copper Oxide Nanoparticles

For the production of copper oxide nanoparticles, the plant extract was used to reduce copper
sulfate (CuSO4-1 mM). The substrate was mixed with the plant extract (ratio: 1:5, v/v) and stirred
constantly for at least 1 h [35,36]. Simultaneously, a positive control set (only the plant extract of
A. lunulatum) and a negative control set (only the copper sulfate solutions without plant extract) was
also maintained at a similar experimental condition. The reaction mixtures were regularly monitored
and the color change was recorded properly. The reactions were performed under normal room
temperature (37 ◦C) at pH 9 (optimum).

The whole preparation was centrifuged at 12,000× g for 15 min and the pellet containing
nanoparticles were washed (three times) with deionized water. The purified CuONPs were resuspended
in deionized water and ultra-sonicated by a Piezo-u-sonic ultrasonic cleaner (Pus-60w) and kept at
normal room temperature (37 ◦C) [35].

2.4. Characterization of Copper Nanoparticles

2.4.1. UV–Visible Spectroscopy of Synthesized Nanoparticles

Plant extract mediated biosynthesized nanoparticles had been observed under a Hitachi 330
spectrophotometer with plasmon peaks at different regions of the spectral range 200–900 nm,
which corresponded to different signature marks for the production of different nanoparticles,
respectively [37]. Deionized water was used as reference.

2.4.2. Particle Size Measurement by Dynamic Light Scattering (DLS) Experiment

By laser diffractometry, particle size was measured using a nano-size particle analyzer (Zen 1600
Malvern USA) in the range between 0.6 and 6.0 µm, under such conditions such as having particle
refractive index 1.590, particle absorption coefficient 0.01, water refractive index 1.33, viscosity—cP,
Temperature-25 ◦C and general calculation model for irregular particles. About 10−15 measurement
cycles of 10 s each were taken and the data obtained were averaged by the respective instrument
preloaded software (DTS, version 5.00 from Malvern) [38].

2.4.3. Transmission Electron Microscopic (TEM) Observation of Nanoparticles

Morphological and topographical characterization of the nanoparticles had been well established
by the electron microscopic studies [39]. On a carbon coated copper grid thin films of the synthesized
nanoparticles were prepared (30 × 30 µm mesh size) and a drop of the nanoparticle suspension was
spotted on the grid. Excess solution was removed by using blotting paper. It was allowed to dry under
a mercury lamp for 5 min. The micrographs were obtained by Tecnai G2 spirit Biotwin (FP 5018/40)
instrument, operating at around 80 kV accelerating voltage [14].

2.4.4. Zeta Potential Measurement

Using Beckman Coulter DelsaTM Nano Particle Analyzer (USA) zeta potential (Charge distribution)
of the nanoparticles was investigated by illuminating the solution with He–Ne laser (658 nm) in a sample
cell. Using phase analysis light scattering mode measurements were taken with an Ag electrode [40].

2.4.5. Investigation of Elemental Compositions of the Nanoparticles by Energy Dispersive
Spectroscopy (EDX)

A small amount of the sample was taken in glass slide creating a thin layer of sample. Extra solution
was rinsed using a blotting paper and then the sample was allowed to dry overnight [41]. This analysis
of the samples was carried out by using the Hitachi S 3400N instrument. The spectra were recorded.
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2.4.6. XRD Measurement

Crystallinity of forged CuONP was confirmed and determined by XRD analysis. The XRD sample
was all set on a microscopic glass slide by depositing the centrifuged sample and thereafter dried at
45 ◦C in a vacuum drying oven overnight. The vacuum dried CuONPs were then used for powder
X-ray diffraction analysis.

The diffractogram was documented from PANalytical, XPERTPRO diffractometer using Cuk
(Cu Kα radiation, λ 1.54443) as X-ray source running at 45 kV and 30 mA [42]. The diffracted intensities
were noted from 35 to 99◦ 2θ angles [43].

2.4.7. Fourier Transform Infrared Spectroscopic (FTIR) Analysis

The vacuum dried inorganic metal nanoparticles of culture filtrate were mixed up separately with
potassium bromide (KBr), alkali halide at a ratio of 1:100 (w/w). The two materials were ground to
a fine powder in a mortar and pestle separately. Then, the mixture was poured into a pellet press
consisting of two pistons in a smooth cylindrical chamber. Pressure of up to 25,000 psi was then
applied for different amounts of time in a vacuum. After that the pistons were removed and the clear
pellet was placed in a holder of the spectrophotometer. Since the KBr did not absorb infrared radiation
in the region 4000 and 400 cm−1 a complete spectrum of the solid was obtained [44]. The spectra
were recorded with a Shimadzu 8400SFourier transform infrared spectrophotometer using a diffuse
reflectance accessory. The scanning data were obtained from the average of 50 scans in the range
between 4000 and 400 cm−1 [45,46].

2.5. Effects of CuONP on Seedling Germination and Seedling Development

Lens culinaris Medik was selected as a model plant system to investigate the effects of CuONPs.
Seeds of Lens culinaris were washed with tap water to remove dirt from seed coats. Then, those seeds
were soaked in separate petri-dishes containing water (Control) and three different concentrations of
CuONPs (viz. 0.01, 0.025, and 0.05 mgmL−1, and kept in the dark for 72 h at 30 ± 2 ◦C. All the dilutions
of CuONPs were prepared from the 1 mgmL−1 stock. For each petridish 50 seeds were incubated.
After the incubation of three days the seedlings root length and germination percentage was calculated
of all the samples [40].

Vigor index of each experimental setup was calculated using the following formula:

Vigor index (VI) = Germination percent (%) × Seedling growth (mm).

2.6. Determination of Water Content (WC) and Relative Water Content (RWC)

After four days of germination, fresh weights (FW) of roots from different sets were taken.
Then, the roots were immersed in water overnight for turgid weight (TW). It was then ovendried at
100 ◦C to constant weight and reweighed for the dry weight (DW).

WC was estimated on the FW basis. RWC was determined using the method of [47] and calculated
using the following formula:

RWC = [(FW − DW)/(TW − DW)] ×100

Roots of the samples were taken for biochemical and molecular determinations as described below.

2.7. Enzyme Extraction and Assays

Fresh root samples (500 mg) were homogenized with 2 mL of 0.1 M sodium phosphate buffer
(pH 7.0) containing 0.1% of polyvinyl pyrrolidone (PVP) and 20 µL of 0.05 mM phenyl methane sulfonyl
fluoride (PMSF). The extract was centrifuged at 10,000× g for 15 min at 4 ◦C and the supernatant was
used to assay the enzyme.
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2.7.1. Peroxidase Assay (PO)

The peroxidase (PO) activity was determined by the method of Hemada and klein [48] with
few changes. The reaction mixture was prepared with 2.99 mL of substrate (adding 5 mL of 1%
guaiacol, 5 mL of 0.3% H2 O2 mixing, and 50 mL of 0.05 M sodium phosphate buffer) and 0.01 mL of
enzyme extract, and the absorption change was measured at 470 nm in a UV–Vis spectrophotometer
(Intech, India) for 0–2 min at 30 s interval. The peroxidase activity was determined by the increase in
absorbance and expressed as µmolmin−1mg−1 protein.

2.7.2. Polyphenol Oxidase Assay (PPO)

The polyphenol oxidase (PPO) activity was determined by the method of Kumar and Khan [49]
with slight modifications. The reaction mixture was prepared by adding 2 mL of 0.1 M sodium
phosphate buffer (pH 6.5), 1 mL of 0.1 M catechol, 0.5 mL of crude enzyme extract and incubated
for 10 minat room temperature, and the reaction was ceased by adding 1 mL of 2.5 N H2SO4. The
absorption was measured at 495 nm against a blank set. The PPO activity was taken in U min−1mg−1

protein. (U = change in 0.1 absorbance min−1mg−1 tissue).

2.7.3. Phenylalanine Ammonia Lyase (PAL)

Following the same tissue homogenizing procedure for phenylalanine ammonia lyase (PAL) assay
a sodium borate buffer (pH 8.7) with PVP and PMSF was used. The method of Dickerson et al. [50]
was used for PAL activity to determine the rate of conversion of L-phenylalanine to Transcinnamic acid
at 290 nm. The reaction mixture was prepared by adding substrate (1.3 mL of 0.1 M borate buffer, pH
8.7 and 0.5 mL of 12 mM L-phenyl alanine) with 0.2 mL of enzyme and incubated for 30 min at room
temperature. The amount of Transcinnamic acid synthesized was measured at 290 nm. Enzyme activity
was expressed as nmol of transcinnamic acid min−1g−1 protein.

2.7.4. β-1,3 glucanase Assay

β-1,3 glucanase activity was assayed using the laminarin dinitrosalicylate method of Pan et al. [51]
with minor changes. Root tissues were homogenized in 2 mL of 0.05 M sodium acetate buffer and
centrifuged at 10,000× g for 15 min at 4 ◦C. Fifty µL of enzyme and an equal amount of laminarin (1%)
was mixed and incubated for 30 min in a 2 mL microcentrifuge tube and at the end of 30 min 0.3 mL of
dinitrosalicylic acid reagent was added and boiled for 5 min in water bath. Blank set was prepared
in a similar way without mixing of any enzyme in the reaction mixture. Finally, the volume of all
the heated microcentrifuge tubes was made to 2 mL by adding distilled water. The microcentrifuge
tubes were inverted to mix well and absorption was measured at 520 nm. The enzyme activity was
expressed as µmol of glucose released min−1g−1 protein.

2.7.5. Ascorbate Peroxidase Assay (APX)

Ascorbate peroxidase (APX) activity was determined by following the method of Nakano and
Asada [52]. The reaction mixture was prepared by adding 2.9 mL of substrate (containing 50 mM
potassium phosphate buffer with pH 7.0, 0.5 mM ascorbic acid, 0.2 mM EDTA, and 2% H2O2), and 0.1 mL
of enzyme extract in a final volume of 3 mL.A decrease in absorbance at 290 nm for 1 min was recorded
and using extinction coefficient (ε = 2.8 mM−1APX was defined as 1 mmolmL−1min−1cm−1) the amount
of oxidized ascorbate was calculated as µmolmin−1g−1 protein.

2.7.6. Catalase Assay (CAT)

Catalase (CAT) assay was determined spectrophotometrically using the method of Cakmak and
Horst [53]. The reaction mixture contains 50 µL of H2O2 (0.3%) with 0.1 mL of enzyme extract and
the final volume was made up to 3 mL by adding 50 mM phosphate buffer (pH 7.0). The decrease in
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absorbance was taken for 0–2 min at 240 nm. The CAT activity was expressed as nmol min−1g−1 of
protein using Molar extinction coefficient, ε = 39,400 mM−1cm−1.

2.7.7. Superoxide Dismutase Assay (SOD)

Activity of superoxide dismutase (SOD) was determined by measuring its ability to inhibit
photochemical reduction of nitro blue tetrazolium (NBT) [54]. The reaction mixture contains 0.7 mL of
0.2 M sodium phosphate buffer (pH 7.8), 390 µL of methionine, 300 µL of EDTA (1 mM), 1.2 mL of
water, 100 µL of crude enzyme extract, 250 µL of nitroblue tetrazolium (NBT), and 6 µL of riboflavin.
Blank was prepared without any enzyme. Two sets were taken and one was incubated in bright light
for 10 min and other one was incubated in the dark. After incubation readings were taken at 560 nm,
enzyme activity was expressed as percentage of color inhibition mg protein g−1.

2.8. Estimation of Total Protein Content

Total protein content of the sample was determined using the method of Lowry et al. [55].
The reaction mixture contains 100 µL of extract and volume was made to 1 mL by adding distilled
water. Then, 5 mL of Lowry’s reagent was added and incubated for 15 min at room temperature.
After this 500 µL of Folinciocalteu reagent was added and incubated in the dark for 30 min, blank sets
were taken similarly as absorption was measured at 680 nm. Using the standard curve of BSA solution
the amount of protein was calculated and estimated protein was expressed as mg protein g−1 of the
fresh root sample.

2.9. Estimation of Total Phenol Content

Total phenol content was estimated using the method of Zieslin and Benzaken [56] with minor
changes. Fresh tissues were homogenized in 2 mL of 80% methanol and maintained for 15 min in water
bath at 65 ◦C, then centrifuged at 10,000× g for 10 min at room temperature. The supernatant was used
to estimate phenol. The reaction mixture contains 1 mL of extract, 5 mL of distilled water, and 250 µL
of 1N Folinciocalteu reagent was added and incubated for 30 min at room temperature. Phenol content
was measured spectrophotometrically at 725 nm using gallic acid as standard. The amount of total
phenol content was expressed as µg gallic acid produced g−1 tissue.

2.10. Estimation of Flavonoid Content

The amount of total flavonoid content of the root material was determined using the method
of Chang et al. [57]. Fresh tissues were homogenized in 2 mL of 80% ethanol and maintained for
30 min in the dark, then it was centrifuged at 10,000× g for 5 min at room temperature. The reaction
mixture was prepared with 1 mL of crude extract mixed with 4.3 mL of 80% aqueous ethanol, 0.1 mL
of 10% aluminium nitrate, and 0.1 mL of 1 M aqueous sodium acetate and kept in the dark for
30 min. The absorption of the coloured sample was measured at 415 nm against blank sample in a
spectrophotometer. The amount of total flavonoid was expressed as µg quercetin g−1 fresh tissue.

2.11. Determination of Lipid Peroxidation Rate

Using the method of Cakmak and Horst [53], the rate of lipid peroxidation was determined by
estimating 2-thiobarbituric acid reactive substances (TBARS) with some modifications. Root samples
were grounded in 5 mL of 0.1% (W/V) trichloroacetic acid (TCA) at 4 ◦C and centrifuged at 12,000 rpm
for 5 min. An aliquot of 1 mL from the supernatant was mixed with 4 mL of 0.5% (W/V) thiobarbituric
acid (TBA) in 20% (W/V) TCA. Blank set was prepared using distilled water instead of extract. All the
reaction mixtures were heated at 90 ◦C for 30 min. The reactions were stopped in an ice bath and
the mixtures were centrifuged at 10,000× g for 5 min and the absorbance was taken at 532 nm on a
spectrophotometer and corrected for nonspecific turbidity by subtracting the absorbance at 600 nm.
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The formula was applied to calculate malondialdehyde content using its absorbent coefficient (ε) and
using the following formula nmolmalondialdehyde g−1 fresh mass was calculated.

MDA (nmol g−1 FM) = [(A532 − A600) × V × 1000/ε] ×W

Here, ε is the specific extinction coefficient (=155 mMcm−1), V is the volume of crushing medium,
W is the fresh weight of sample, and A532, A600 are the absorbance at 532 and 600 nm, respectively.

2.12. Estimation of Total Proline Content

Using the protocol of Bates et al. [58], the free proline content of samples was determined.
Three hundred and fiftymg of root tissues was grounded in 3.5 mL of 3% sulphosalicylic acid in chilled
mortar pestle and centrifuged at 11,000× g for 15 min at 4 ◦C. The reaction mixture was prepared with
1 mL of crude extract, 1 mL of 0.5% ninhydrin reagent, and 1 mL of glacial acetic acid. The mixture
was boiled for 30 min in a water bath. After cooling it down, 3 mL of toluene was added and shaken.
The mixture and upper layer of toluene was collected using a separating funnel. The absorption of the
sample was taken at 520 nm against toluene. The amount of proline was determined using standard
curve and expressed as µg of proline g−1 of tissue.

2.13. Estimation of Nitric Oxide (NO)

Real time NO production was visualized using a DAF-2DA membrane permeable fluorochrome
dye [59]. Thin sections of roots were taken in loading buffer and 50 µL of 10 mM KCl and 50 µL of
10 mM TrisHCl (pH 7.2) with final concentration of DAF-2DA 10 mM were added and incubated in the
dark for 20 min. Fluorescence was observed and high resolution images were taken using Floid Cell
Imaging station microscope by Life technologies. Green fluorescence indicates the production of NO.

2.14. Measurement of Reactive Oxygen Species (ROS)

ROS generation was monitored according to the method of Gupta et al. [60]. To measure ROS,
thin transverse sections of treated roots were immersed in the 1 mL of detection buffer DB (2.5 mM
HEPES, pH 7.4) containing 10 µM DCF-2DA fluorescent dye (Invitrogen, Carlsbad, CA, USA), and it
was kept for 10 min in dark incubation. The high-resolution images were checked using Floid Cell
Imaging station microscope by Life technologies.

2.15. In Vivo Detection of H2O2

In vivo detection of H2O2 of root samples was carried out using DAB by following the method of
Thordal-Christensen et al. [61]. After one week of germination the roots were excised and immersed in
a solution containing 1 mg/mL diaminobenzidine (DAB) solution (pH 3.8) and incubated for 8 h in the
dark. After that sectioning of roots were performed and the section is immersed in 3:1 (V/V) ethanol
and glacial acetic acid mixture for bleaching. After that it was cleaned with water and for 24 h the
sections were dipped in lactoglycerol (1:1:1, lactic acid: glycerol:water V/V). High-resolution images
were taken using Floid Cell Imaging station microscope by Life technologies.

2.16. Statistics

All data presented were means ± standard deviation (SD) of three replicates. Statistical analyses
were performed by an analysis of variance (ANOVA) using SPSS software version 20. Differences
between treatments were separated by the least significant difference (LSD) test at a 0.05 probability level.
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3. Results and Discussion

3.1. Characterization and Identification of the Plant Specimen

The plant is sub-erect to erect and rhizomatous in nature. Rachis and the body seem to be
glabrous and lustrous. Entire loftiness of the plant ranges between 9–18 inches and are nonarticulated
(Figure 1a). Lamina is simply pinnate, lanceolate. The stem when mature appears as brownish to
dark in colour. Pinnae is finely rubbery which is deep green or pale in colour, glabrous on both sides,
and counts up to 10 pairs, alternate, stalked, fan-shape [62,63] (Figure 1b). Pattern of the pinnae
venation is dichotomous [63] (Figure 1d). Sporophylls are not grouped in strobili, whereas sporangia
are enclosed in sporocarps. Sori are not dorsal and have false indusium, sporangia formed in definite
groups [64]. Transverse section of the stem reveals 3–4 layered sclerenchymatous ground tissue
followed by parenchymatous cells. Xylems are of exarch and diarch type and it also appears to be
V-shaped with two arms that are turned inwards [63,65,66] (Figure 1c). The SEM images of outer wall
of spore appear to be rugulate which confirmed the species [67] (Figure 1e–g). Hence, conclusion
made from the above recommendations identifies the specimen to be Adiantum lunulatum Burm. f.
(A. philippense Linn.) of the family Pteridaceae [68].
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Figure 1. (a) Digital photograph of the sporophyte of Adiantum lunulatum Burm. f., (b) Photograph of
the Herbarium Specimen of A. lunulatum, (c) transverse section of the stem of A. lunulatum, (d) venation
pattern of the leaf of A. lunulatum, (e–g) scanning electron microscopic images of the spores of A. lunulatum.
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3.2. Production and Characterization of Copper Oxide Nanoparticles

The plant extract mediated synthesis of copper oxide nanoparticles was validated by visually
monitoring three flasks containing the copper sulfate solution, plant extract of A. lunulatum, and the
reaction mixture of the plant extract with copper sulfate solution, respectively. An instantaneous change
in the colour of the reaction mixture from brown to green indicated the formation of copper-containing
nanoparticles [69], whereas the plant extract and the copper sulfate solution were observed to retain
their original colour (Figure 2). The colour did not change further with cumulative incubation time.
The appearance of intense green colour designated the incidence of the reaction and the development
of the copper oxide nanoparticles [69].
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3.3. UV–Visible Spectroscopic Analysis Copper Oxide Nanoparticles

The characteristic green colour of the reaction solution was due to the excitation of the surface
plasmon vibration of copper oxide particles and provided a convenient spectroscopic signature of
their formation. Both the control set showed no significant color change in the same experimental
conditions. The reduction of copper sulfate was subjected to spectral analysis by using the UV–Visible
spectrophotometer. This showed an absorbance peak at around 270 nm (Figure 3a), which was specific
for copper oxide nanoparticles [7]. The optical density at around 270 nm was 1.5 for copper oxide
nanoparticles. Simultaneously, the UV–Vis spectra of plant extract (Figure 3b) did not show such type
of excitation in the said region mentioned for the copper oxide nanoparticles.

3.4. Particle Size Measurement of Copper Oxide Nanoparticles

To find out the particle size of the nanoparticles the dynamic light scattering measurement was
performed. Laser diffraction had shown that particle size was found in the range of 1.5–20 nm (Figure 4).
The average diameter of these copper oxide nanoparticles was calculated to be 6.5 ± 1.5 nm [70].
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3.5. Zeta Potential of Copper Oxide Nanoparticles

As shown in Figure 5, the zeta potential obtained from the copper oxide nanoparticles showed a
negative surface charge with a value of −2.67 mV [71]. If all the particles in suspension have a negative
or positive zeta potential, then they will tend to repel each other and there is little tendency for the
particles to come together. The slightly negative charge on the nanoparticles was probably resulting in
the high stability of the copper oxide nanoparticles without forming any aggregates when kept for an
extended period of time for more than a month [6,72].
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3.6. EDX Observation of Copper Oxide Nanoparticles

Figure 6 shows the EDX spectrum recorded in the spot-profile mode from one of the
densely-populated copper oxide nanoparticles area. In EDX spectra of copper oxide nanoparticles,
two separate strong signals were observed in between 0–1 keV spectral region. The peak around
0.9 keV associated with the binding energies of copper and the peak around 0.5 keV signified with
the binding energies of oxygen [73]. Therefore, the EDX spectra for the copper oxide nanoparticles
confirmed the presence of copper and oxygen in the nanoparticles without any impurity of peaks [73].
However, there was other EDX peak for C and S, suggesting that they were mixed precipitates from
the culture filtrate [74]. The EDX spectrum also indicates the presence of chlorine (2.6 keV) for the
reason that it is usually present in nanomaterials synthesized using plant extracts [75].
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3.7. XRD Study of Copper Oxide Nanoparticles

XRD measurement often proves to be a useful analytical gizmo for the identification of the
crystalline nature of the newly formed compounds and their respective phases. In this present work,
the XRD diffraction patterns were detected to be at 2θ = 32.35, 35.62, 38.69, 48.72, 53.49, 58.33, 61.57,
and 66.31 were assigned to (110), (111), (200), (−202), (020), (202), (−113), and (022) reflection lines,
respectively of monoclinic CuO nanoparticles (JCPDS-05-0661). Thus, the XRD spectrum evidently
recommended the crystalline nature of the CuONP synthesized from the plant extract of A. lunulatum
(Figure 7) [42,76]. In this measurement, a series of diffraction peaks were observed which agreed
to the Bragg’s reflection pattern of copper nanocrystals. The unambiguous background noise was
undoubtedly due to the shell of protein around the nanoparticles [77].
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3.8. FTIR Analysis of Copper Oxide Nanoparticles

FTIR absorption spectra of biosynthesized vacuum-dried copper oxide nanoparticles are shown
in the Figure 8. The spectra found at around the region of 3253 and 2948 cm−1 presented the bonds
dueto the type movements of stretching vibrations in primary and secondary amines, respectively [71].
The broad and strong absorption band at 2356 cm−1 corresponded to the C–H stretching aldehydes [73].
The peaks at 1439, 1538,and 1651 cm−1 indicated the C–C groups derived from aromatic rings, phenols,
and the conjugated carbonyl (–C=O) group stretching vibration, respectively which might come from
the pteridophyte cell to the plant extract [69]. The shift of the peak near the 1600 cm−1 spectrum was
attributed to the binding of a C=O group with the nanoparticles [78]. Simultaneously, the FTIR peaks
in between 1240–1280 cm−1 indicated amide III band of the random coil of protein [79]. A band at 1076
cm−1, which corresponds to bending vibration movements in amides II, was earlier reported during the
synthesis of CuS nanoparticles [80]. Three IR absorption peaks revealed the vibrational modes of CuO
nanostructures in the range 700–400 cm−1 [81]. The foremost peaks were detected to be 525, 580, and
675 cm−1, respectively. The peak at 525 cm−1 should be a stretching of Cu–O, which matches up to the
B2u mode [70,81]. The peaks at 525 and 580 cm−1 indicated the formation of the CuO nanostructure [6].
Absorption peaks in between 900–700 cm−1 were also assigned to the aromatic bending vibration of
C–H group [70].
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From this result, it could be stated that the soluble elements present in A. lunulatum extract (ALE)
could have acted as capping agents preventing the aggregation of nanoparticles in solution, and thus
playing a relevant role in their extracellular synthesis and shaping of the quasi-spherical copper oxide
nanoparticles [40,42,46,76,82,83]. In addition to that A. lunulatum extract (ALE) could generate different
extracellular nanoparticles by a process involving the enzyme [84].
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3.9. Transmission Electron Microscopy of Copper Oxide Nanoparticles

The TEM image, shown in Figure 9, recorded different sizes of copper oxide nanoparticles
which arose from the bio-reduction of copper sulfate solution by A. lunulatum extract (ALE) at
room temperature (30 ◦C). Particles were found to be quasi-spherical, as well as mono-disperse in
nature [40,71]. The measured diameter of these copper oxide nanoparticles was in the range of 1
to 20 nm [40,71]. The average diameter of these copper oxide nanoparticles was calculated to be
6.5 ± 1.5 nm. The SAED pattern showed bright circular spots which further confirmed the single
crystalline property of the CuONP (Figure 9b). It was interesting to note that most of the CuONP in the
TEM images were not in physical contact but were separated by a properly undeviating inter-particle
distance. Due to the evolving course of the sample preparation, the detected diameter of the CuONP
during TEM analysis was quite unlike from that of the results obtained from DLS measurement because
CuONP were in dry state in TEM whereas in the hydrated state in DLS experiment [83,84].
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3.10. Effects of CuONPs on Seed Germination and Growth

Significant changes were observed in seed germination percentage, root length, and seedling
vigor index (Table 1). The percentage of seed germination increased in up to 1.16 and 1.13-fold in 0.01
and 0.025 mgmL−1 CuONPs treated seeds than control. However, it decreased slightly in 0.05 mgmL−1

CuONPs indicating its toxic nature. According to Nair et al. [39] seed germination percentage of
Vigna radiata becomes significantly reduced due to toxic effects of CuONPs which was observed in our
case also.

Table 1. Effect of CuONPson seed germination, seedling vigor index, and relative water content in Lens
culinaris. Values represent mean ± SD of three separate experiments, each in triplicate.

Sets % Seed Germination Seedling Vigor Index RWC (%)

Control 80.77 ± 1.82 b 3661.04 ± 46.41 c 87.39 ± 4.37 a

CuONP-0.01 mgmL−1 93.96 ± 1.75 a 4269.4 ± 71.26 a 88.38 ± 3.81 a

CuONP-0.025 mgmL−1 91.26 ± 1.31 a 4168.43 ± 48.15 b 84.37 ± 5.33 b

CuONP-0.05 mgmL−1 75.98 ± 2.41 c 2541.36 ± 61.31 d 81.28 ± 3.71 c

Different letters within the row indicate significant difference (p < 0.05) from the control set using Duncan’s multiple
range test. Same letter within the row denotes no significant difference between the groups.
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Furthermore, root length was increased in CuONPs (0.025 mgmL−1) treated seedlings compared
to control (Table 1). Retardation of primary root growth (Figure 10) was observed upon exposure to
higher concentrations of CuONPs (0.05 mgmL−1) as it was observed by Nair et al. [39].Nanomaterials 2020, 10, 312 15 of 27 
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3.11. Effects of CuONPs on Defence Related and Antioxidative Enzymes 

In the present study, the expression of different defence related, as well as the antioxidative 
enzymes were demonstrated. All the activity of enzymes was studied and compared with the control 
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Figure 10. Representative samples after 72 h germination in water: (a) Control; (b) CuONP-0.01; (c)
CuONP-0.025, and (d) CuONP-0.05 mgmL−1. (e) Graphical representation of root length percentage of
50 seeds in triplicate. Different letters above the bar indicate significant difference (p < 0.05), using
Duncan’s multiple range test. Same letter above the bar denotes no significant difference between
the groups.

A similar trend was observed in case of vigor index of seedlings. Significant increase was found
in the seeds treated with 0.01 and 0.025 mgmL−1 CuONPs (Table 1). However, significant reduction
of vigor was observed in the seeds treated with higher concentration of CuONPs (0.05 mgmL−1)
compared to control, indicating its toxic effects to the plants. Nair and Chung [85], also reported that
the higher concentration of copper oxide nanoparticles reduced the shoot growth, weight, and total
chlorophyll content in soybean.

Relative water content (RWC) of the treated roots remains close to control plants (Table 1).

3.11. Effects of CuONPs on Defence Related and Antioxidative Enzymes

In the present study, the expression of different defence related, as well as the antioxidative
enzymes were demonstrated. All the activity of enzymes was studied and compared with the control
set for inspection of the efficiency of CuONPs in the model plant system.

PO and PPO play a crucial role in triggering the hypersensitive reaction regarding cross-linking
and lignifications of the cell wall and in transducing signals to adjacent unaffected cells [86–89]. On the
other hand, PAL is the prime enzyme of the phenyl-propanoid pathway which initiates the biosynthesis
of phenolics, phytoalexins, and lignins [90,91]. Therefore, the increased activity of PAL may contribute
to the reduced percentage of disease incidence. β-1,3 glucanase is a type of PR-protein encoded by the
host, that has a direct role against the fungal cell wall compounds including glucans [88].

CuONPs at a concentration of 0.025 mgmL−1 showed higher inductive ability of all the defence
enzymes tested. However, at higher concentration (0.05 mgmL−1), enzyme production becomes
significantly lower. Nair and Chung [85], reported that the copper oxide nanoparticles increased
the peroxidase activity and lignin contents in soybean. The copper oxide exposure enhanced the
lignification of root cells, which leads to the changes in root developmental process in soybean
seedlings [85].

PO, PPO, PAL, and β-1,3 glucanase activity was found 1.49, 1.88, 1.56, and 2.04-fold higher in
the roots treated with CuONPs (0.05 mgmL−1), respectively (Figure 11). A similar kind of increase in
the defence related enzymes were observed by Chandra et al. [34] where tea leaves were treated with
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chitosan nanoparticles [34]. Higher production of defence enzymes activity may confer higher disease
resistance to plants.
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CAT, APX, and SOD are the most essential components of the antioxidant system, which play a key
role in removal of H2O2 from the sub-cellular compartments of plants [92]. Our results demonstrated
that CAT, APX, and SOD activities have also steadily increased according to the increasing concentration
of CuONPs (Figure 12). In some previous works, APX and CAT activity was found to be significantly
increased in 1.0 and 1.5 mM CuONPs treatments [93,94]. The highest increase of APX, CAT, and SOD
was observed in the roots treated with CuONPs (0.05 mgmL−1) as 2.09, 2.13 and 1.46-fold higher
than control, respectively. The higher amount of antioxidative enzymes indicate a higher degree of
resistance from oxidative stress. Furthermore, roots treated with CuONPs (0.025 mgmL−1) showed
moderate level of increase for all the antioxidative enzymes.
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3.12. Effects of CuONPs on Phenol and Flavonoid Production

Phenols are involved in disease resistance in many ways suchas lignification of cell walls,
hypersensitive cell death, etc. [95]. So, an increase of phenolic contents may give greater protection
against impending pathogens. In our study, optimum concentration of CuONPs was found
0.025 mgmL−1, which shows higher production of phenol and flavonoid. A similar kind of observation
was found in the case of tea plants when elicited with chitosan nanoparticles [34]. However, a higher
concentration was found to be toxic as the production of phenolic substances become significantly
lower than control (Figure 13). The highest, 1.76 and 2.33-fold increase of total phenol and flavonoid
was observed in the roots treated with CuONPs (0.025 mgmL−1).
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3.13. Effects of CuONPs on Lipid Peroxidation Rate and Proline Content

Assessment of malondialdehyde (MDA) and the oxidation product of polyunsaturated fatty acid,
is widely used to determine the level of lipid peroxidation [96]. An increase in proline in the plant tissue
occurs in response to several abiotic stresses including salinity, drought, and frost, as well as biotic
stresses [97,98]. In our case we have studied both the parameters to know whether the application of
CuONPs on the roots of Lens generates stress or not. From the results it was evident that the higher
dose of CuONPs may cause stress generation to the roots as both the parameters become significantly
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higher in the roots treated with CuONPs (0.05 mgmL−1). However, in other cases both the parameters
remain as low as control. CuONPs (0.05 mgmL−1) showed 1.49 and 1.74-fold higher lipid peroxidation
and proline content than control (Figure 14). In Vigna radiata, similar kinds of responses were observed
by Nair et al. [39].
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3.14. Effects of CuONPs on Nitric Oxide (NO) Production

Furthermore, a gaseous signaling molecule nitric oxide (NO) besides many of its valuable functions
in plants appears to be activated after elicitor perception [99–102]. It is also believed that NO is positively
involved in regulating plant defence cascades in response to various types of elicitors [103–106]. In this
connection, we had tested for NO generation in our system. It was interesting to note that the
production of NO in the treated roots were significantly higher than control (Figure 15). Furthermore,
the higher NO production, as observed by higher green fluorescence in the root tissue, was found
in CuONPs (0.025 mgmL−1) treated roots and was also positively correlated with higher production
of defence molecules. Though, CuONPs (0.05 mgmL−1) showed greater fluorescence that was not
correlated with higher induction of defence enzymes.
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3.15. Effects of CuONPs on Reactive Oxygen Species (ROS) and H2O2 Production

Though past reports suggest that assembly of hydrogen peroxide (H2O2) from the oxidative burst
was a prerequisite for defence gene activation [107], increased accumulation of H2O2 becomes injurious
to the cells, resulting in lipid peroxidation and membrane injury [104]. To investigate whether the
application of CuONPs generate oxidative stress we had also examined the ROS and H2O2 production
in treated roots (Figures 16 and 17). As expected, increasing concentrations of CuONPs (0.05 mgmL−1)
showed a higher amount of ROS and H2O2 generation in treated roots, indication stress generation.
However, CuONPs at a concentration of 0.01 and 0.025 mgmL−1, showed a moderate level of ROS and
H2O2 production.
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4. Conclusions

Green synthesis of CuONPs by using pteridophyte extract is one of the new approaches in the
field of nanotechnology. From the extensive characterization it can be stated that the pteridophyte
Adiantum lunulatum is very much efficient to produce mono-disperse CuONPs through a nontoxic way.
Overall experimental results depicted that the growth of the plant is significantly altered by application
of CuONPs. At the moderate concentration (0.025 mgmL−1), the root length was found to be increased
but at higher concentration there was decrease in the length that may be due to excess CuONPs.
The defence enzyme activity also becomes influenced by the application of CuONPs. At the moderate
concentration (0.025 mgmL−1), defence enzymes such as PO, PPO, PAL, and β-1,3 glucanase activity
become increased. It indicates that CuONPs at an optimum concentration has the potentiality to trigger
innate immunity of plants. However, at higher concentration it becomes toxic to the plants as all the
enzyme production becomes downregulated. Phenol and flavonoid levels were also induced by the
application of CuONPs (0.025 mgmL−1). Furthermore, antioxidative enzymes such as CAT, APX, and
SOD were also induced by the application of CuONPs. The higher amount of antioxidative enzymes
production indicates a higher degree of resistance from oxidative stress. On the other hand, the rate of
membrane lipid peroxidation and proline content remain increased with the increasing concentration
of CuONPs application. However, at optimum dose (0.025 mgmL−1), all those parameters become
close to the basal level. These results indicate lower stress generation in plants. The higher amount of
ROS and H2O2 production was found in the roots treated with CuONPs (0.05 mgmL−1), which further
validate the previous results. Interestingly, production of NO was increased up to a certain level
by the application of optimum dose of CuONPs (0.025 mgmL−1) than control. In this connection,
the higher amount of NO might influences the defence enzyme production and also checks ROS
production in the treated plants. However, to establish NO as a potent mediator in this process needs
further investigation.

Taken together, it can be concluded that at the optimum concentration (0.025 mgmL−1) innate
immunity and plant vigor was induced. However, the higher concentration (0.05 mgmL−1) retards all the
parameters instead of stress markers, ROS generation, and H2O2 production. Overall, observation suggests
that, CuONPs at an optimum concentration not only have the potentiality to affect the physiological
condition but also it can modulate the innate immune system of model plants such as Lens.
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Abstract: A large part of reclaimed wetland in the Eastern fringe of Kolkata is being used for maize farming. Fertilizers are frequently being 

added to the soil by maize growers in order to obtain better yield as well as to improve the soil quality in many cases. In this study, effect of 

supplementation of urea and neem fertilizer in wetland soil on zinc uptake by maize leaves and grains were investigated, as maize is one of 

the staple crops consumed by all irrespective of economic standards in our country and also throughout the world. 
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I. INTRODUCTION:-  

 

India is an agro-based country. As until 2018, agriculture employed more than 50℅ of the Indian work force and contributed 17–18% to 

country's GDP. Across seasons, varieties of crops are grown throughout the country going in accordance with the quality of the soil, fertilizers 

and other allied factors. Quality of the soil, where a particular crop is grown plays a very crucial role in deciding not only the yield but also the 

nutritional index of the crop itself. This depends on a number of factors like the ability of the soil to make essential nutrients available to the 

crops, aeration, percentage of heavy metals in the soil etc. The number of heavy metals found in any soil plays a pivotal role in estimating the 

quality of the soil. Heavy metals like copper, zinc and arsenic can prove to decisive weather a particular soil can be used for farming or not. 

The use of fertilizers for better yield of crops are a must nowadays  given the demand and supply ratio throughout the country and even in the 

export relations abroad.  

The wetland located in the Eastern fringe of Kolkata is famous for dumping wastes. At the same time, these wetlands are also being used for 

agricultural purposes. Maize is a very important crop due to its nutritional values (Nuss and Tanumihardjo, 2010) and also because it acts as 

an important raw material in several industrial applications. Maize farming is a popular practice in these wetland areas. Maize farmers supply 

different fertilizers in their field regularly for better yield.  Urea is frequently being used by maize growers as it is an inexpensive form of 

nitrogen fertilizer.  In addition to it, farmers are now using organic fertilizers in their field also.  

Several studies have confirmed the presence of different heavy metals in wetland soil (Chattopadhyay et al., 2002; Khatun et al., 2016; Dutta 

et al., 2016). Zinc, a heavy metal, also found to be present in the wetland soil (Das et al., 2014), proves to be a very important one for human 

body as it has anti-oxidant properties and acts both as a co-factor for enzymes like carbonic anhydrase and inhibitor for enzymes like NADPH 

Oxidase. At the same time, excessive concentrations of zinc can lead to unwanted toxicity in the body. Maize plant is a significant accumulator 

of zinc (Lu et al., 2015).  During the present investigation, a field experiment was conducted to study the effect of supplementation of urea and 

neem fertilizer in wetland soil on zinc uptake by maize leaves and grains. Our study is based on the effect of some fertilizers in supplementing 

the uptake of heavy metal (in our case, zinc). The study was carried forward with the following objectives:- 

 To improve the yield of maize, an inexpensive staple crop available to all irrespective of socio-economic standards in an eco-friendly 

manner 

 To test whether the incorporation of organic fertilizers increase the zinc uptake in maize plants, which is a natural accumulator of 

zinc. 

 To exploit the anti-oxidant property of zinc at a non-toxic concentration which helps us to reduce oxidative stress and boost our 

immunity, which is the need of the hour. 

 

II. Materials and Methods: 

 

2.1. Growing plants in the field: 

Three plots (33 sq. m each) were selected in reclaimed wetland in the eastern fringe of Kolkata (Latitude - 22.572645, Longitude - 88.363892). 

One plot was used as control while the other two were used for urea and neem fertilizer treatment separately. Maize seeds (Cv. MSF 56) were 

disinfected with 0.1% HgCl2 solution for 5 minutes , washed thoroughly with sterile distilled water , soaked in water for overnight and then 

sown in rows (60- 75 cm apart) in the field (wetland soil).  
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2.2. Supplementation of urea and neem fertilizer in the soil: 

 

Maize seeds (Cv. MSF 56) sown in wetland soil was supplemented with urea and neem fertilizer at the rate of 150 and 500kg / ha respectively. 

Leaves and cobs of 88 old day plants were collected and the amount of zinc was estimated.  

 

2.3. Estimation of zinc: 

Zinc content in the sample was estimated using Atomic Absorption Spectrophotometer  

(Perkin Elmer 2380). 

 

 

III. Results:- 

 

3.1. Effect of supplementation of urea and neem fertilizer (Neem shield) on zinc uptake by maize leaves 

 

The results of Zinc uptake by leaves of maize plants (Cv. MSF 56) are given in Table 1.  

 

Table 1. Effect of supplementation of urea and neem fertilizer (Neem shield) on zinc uptake by maize leaves 

 

 

Treatment 

Average zinc content (µg /g dry wt.)  

in leaves 

 

Untreated 

( control ) 

 

13.93 ± 0.467 

Treated 

(fertilizer) 

Urea 

 

12.97 ± 0.467 

 

Neem fertilizer 

 

34.50 ± 0.467 

 

 

 

Results show that addition of neem fertilizer to wetland soil increased zinc uptake significantly by maize leaves when it is compared to untreated 

set and urea treatment too. In case of neem fertilizer treatment, 147.66 % enhancement in zinc uptake was noticed in relation to control. A   

decrease (6.89 %) in zinc uptake has been noted in case of urea treatment when it is compared to untreated control set. 

 

3.2. Effect of supplementation of urea and neem fertilizer (Neem shield) on zinc uptake by maize grains 

The results of zinc uptake by cobs of treated maize plants (Cv. MSF 56) are given in Table 2. 

 

Table 2. Effect of supplementation of urea and neem fertilizer on zinc uptake by maize grains 

 

Treatment 

 

Average zinc content (µg /g dry wt.) in grains 

 

Untreated 

( control ) 

 

10.13 ± 0.467 

 

Treated 

(fertilizer) 

Urea 

 
26.50 ± 0.467 

Neem fertilizer 

 
27.30 ±0.467 
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Results reveal that addition of fertilizer to wetland soil enhanced zinc uptake by maize grains. Urea and neem fertilizer treatment showed 161.6 

% and 169.49 % increase in zinc uptake respectively.  Supplementation of neem fertilizer showed a slight increase in zinc uptake in comparison 

to urea. 

 

IV. Discussions:- 

 

Maize plant is responsive to zinc sources (Ruffo et al. 2016). Lu et al., 2015 also proved that presence of  heavy metal  in the soil  resulted  in 

the accumulation of heavy metal content specially zinc in maize plant. A great effect of nitrogen fertilizer on zinc absorption by winter wheat 

has been established by Zhao et al, 2016. They showed that nitrogen application increased total Zn accumulations and Zn concentrations of 

each plant part of winter wheat. Furthermore, it was also noted that appropriate N application increased Zn content in grains. The results 

obtained from our study shows the increase in the amount of zinc uptake via supplementation with fertilizers as nitrogen sources which 

automatically uplifts the nutritional value of these cobs as the anti-oxidant property of zinc allows reduction of oxidative stress in our body 

and builds up immunity which is the need of the hour amidst the deadly pandemic situation the world is stuck in today. These advantages 

acquired from zinc can be extracted from the maize grown in fertilized soil and owing to the fact that maize is an inexpensive staple crop 

consumed all around the world irrespective of the socio-economic status of people employed in varied sectors, this study can be our key to 

boost immunity in such a handy way amidst the COVID-19 crisis. The concentration of zinc accumulated in both the maize leaves and cobs, 

are well below the toxicity level but provides us with the added advantage that can be accumulated from zinc uptake whose mechanism is well 

explained by Gupta et al., 2016.  

 

V. Conclusion: 

 

Present experiment indicates that supplementation of fertilizer (urea and neem fertilizer) in wetland soil plays an important role in zinc uptake 

by maize plants.  Addition of neem fertilizer showed higher increase in zinc uptake in both maize leaves and grains (cobs) when it was compared 

to untreated control set which boosted the nutritional index of the maize and hence may lead to the improvement of the socio-economic status 

of the maize farmers.    
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Abstract
Endophytism is a unique relationship between plant and endosymbiotic microor-
ganism wherein the microbes colonize within plant tissues without producing any
disease etiology. Various groups of endophytes isolated from different medicinal
plants are extremely significant in this respect for their ability to synthesize novel
bioactive compounds as well as for the modulation of productivity. Endophytes
also play various crucial roles in growth, biotic and abiotic stress tolerance, and
adaptation. With the implementation of “state-of-the-art” technologies in molec-
ular biology, the specific identification of associated microorganism as well as
their relationship with corresponding host plants has been explicitly deciphered in
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recent years. Zingiberaceae, generally recognized as ginger family, comprises
of rhizomatous medicinal and aromatic plants and is characterized by the pres-
ence of plethora of bioactive compounds along with volatile oils. They are widely
cultivated in tropical and subtropical regions of Asia. This chapter aims to
explore the endophytic relationship between medicinally important species of
Zingiberaceae and the corresponding microbes, for improved production of
imminent natural products and their role in protection of host plants from
pathogens as well as in stress tolerance, thus helping the plants, indirectly, to
grow better.

Keywords
Endophytism · Zingiberaceae · Plant natural products · Antimicrobial activity ·
Plant growth-promoting bacteria · Medicinal plants

1 Introduction

Endophytism is an exclusive relationship between plant and bacterial or fungal
microorganism wherein the microbes colonize within healthy plant tissues without
producing any disease symptom. This complex association can be either mutualistic
or antagonistic and is almost ubiquitous among most of the plants examined till date.
The term “endophyte” was first coined about 150 years ago for pathogenic fungi
infecting the plants [1]. It originates from Greek, “endo” denoting within and
“phyte” meaning plant. Since the introduction of the term, many scientists have
been involved to redefine it. Galippe was the first scientist to hypothesize that
numerous vegetable plants host microbes within it, and these microbes are originated
from soil [2]. Although scientist di Vestea agreed with this postulate, most of the
renowned scientists including Pasteur, Chamberland, Fernbach, and Laurent were
against Galippe’s proposal and established that the plants are free of any kind of
microbes [3, 4]. However, it is well established that the plants generally host a wide
range of phylogenetically distinct endophytes in various organs [5] and that almost
all of these microbes are derived from the soil environment [4, 6–8]. Nevertheless,
endophytes were considered as “any microorganism if it can be isolated or extracted
from inside surface of disinfected plant tissue and it does not seemingly harm the
plant” [9]. Conversely, due to the lack of suitable techniques for removal of nucleic
acids after sterilization of plant surfaces, this definition appeared to be less suitable
for non-cultured species upon the exclamation of molecular biology techniques in
endophyte research. Therefore, the improved definition of endophytes was proposed
by Coombs and Franco as “ubiquitous colonizers of the interior tissues of host plants
and can constitute a range of different relationships such as symbiotic, mutualistic,
and commensalistic where they do not usually cause any substantial morphological
changes and disease symptoms” [10].

The Zingiberaceae family includes about 52 genera and more than 1300 species
that are dispersed throughout tropical Africa, Asia, and the America. This family is
enriched with aromatic perennial herbs with creeping horizontal or tuberous
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rhizomes, and many species are economically important as ornamental plants,
spices, or folk medicine. It also includes vital groups of medicinal plants with
volatile essential oils and oleoresins of export quality. The secondary metabolites
extracted from different genera of Zingiberaceae including Curcuma, Kaempferia,
Hedychium, Amomum, Zingiber, Alpinia, and Elettaria have antimicrobial, anti-
arthritic, antioxidant, anticancer, anti-inflammatory, and antidiabetic properties.
The essential oil of the rhizome of Kaempferia galanga has been reported to
constitute over 54 components including derivatives of cyclohexene oxide and
diterpenes that have insecticidal properties [11–14]. Saponin, an essential bioactive
compound synthesized by the plant species Costus speciosus, was found to have
anti-conidial germinal effect on the most effective pathogen, i.e., Botrytis cinerea
and Alternaria sp. [15]. Alpinia is the genus under Zingiberaceae family and an
important medicinal herb that stimulates digestion, blood purification, and antifungal
activity [16–19]. Zingiber officinale, an important aromatic medicinal plant,
contains essential oil with versatile biological potential including antirhinoviral
activity [20, 21]. The root of Hedychium spicatum is useful in asthma, pains,
inflammations, foul breath, vomiting, bronchitis, and “tridosha” diseases of the
blood [22]. Kaempferia angustifolia is an aromatic medicinally important rhizoma-
tous plant and has potential in the treatment of fever, cold, coughs, diarrhea, stomach
ache, and dysentery [23, 24].

The endophytes associated with different family members of Zingiberaceae play
pivotal roles in growth, development, fitness, as well as induction of several bioac-
tive secondary metabolites. There are several such reports on the existence and
beneficial roles of diverse endophytic microorganism within different genera of
Zingiberaceae. To the best of our knowledge, limited cumulative information are
available regarding the endosymbiotic microorganisms associated with the entire
family of Zingiberaceae. The comprehensive information on endophytes provides
understanding into the complex nature of the microbiome connected with
Zingiberaceae family. Therefore, the objective of the present chapter was to explore
different types of endophytes and their multipartite interactions with host plants
along with favorable impression within the entire family of Zingiberaceae.

2 Decoding the Molecular Interaction in Endophytism

Knowingly, a complex interaction exists between host and endophytes although
suitable methods to study in planta mechanisms are unavailable. Only limited
reports are there elucidating comprehensive mechanisms of plant-endophyte inter-
actions [25–27]. The phenomenon of endophytism primarily depends upon the
genotype of plant and the corresponding strain of endophyte [28, 29]. It has been
reported that chemoperception systems within the plants sense the existence of
secretory molecules from endophytes [30]. This interaction activates a cascade
of signal transduction pathway that induces the expression of defense-related
genes within the host plants [29]. Thus, endophytism produces reactive oxygen
species (ROS) within the plants and stimulates the synthesis of antioxidant
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enzymes [31, 32]. Nevertheless, some endophytes also modulates host metabolism
by altering the nutrient uptake and homeostasis [25, 33]. During endophytism, the
magnitude of induction of pathogenesis-related genes in the absence of pathogenic
determinants is relatively lower [34]. However, these are the preliminary research
works on the mechanistic feature of endophytism; comprehensive molecular events
can be explored through the application of “omics” technologies including meta-
genomics, metabolomics, and transcriptomics. Thus cumulative approaches have
increased potential for analyzing total microbial community in endophytic relation-
ship with host plants. Nevertheless, functional assay of the whole microbiome also
offers novel opportunity to explore biogeochemical environments, multifaceted
ecosystems related to host organisms, metabolism, and interactions between them.
These aforementioned systematic approaches accompanied with progressive com-
putational tools (system biology) are the crucial tactics to elucidate comprehensive
biochemical and environmental interactions happening within host plants and asso-
ciated microbial community.

3 Impact of Endophytic Microorganisms on Plants

The endophytes can induce growth of the plants by fixing atmospheric nitrogen,
producing phytohormones, regulating the growth of phytopathogens by accumulat-
ing secondary metabolites or through enhanced uptake of minerals [6, 35, 36].
Beneficial properties of different types of endophytes were represented in Fig. 1.
The magnitude of growth enhancement by endophytic community is highly depen-
dent on the soil that encourages colonization and compatibility between plant
and endophytes [37–39]. Furthermore, endophytes produce various bioactive
compounds including benopyranones, alkaloids, flavonoids, chinones, phenolics,
steroids, and terpenoids that have immense potential in medicine and agrochemical
industries as well as in biotechnological applications [40–44]. The endophytes also
play pivotal role in the maintenance of soil nutrients and make them accessible
to each component of the ecosystem. They have the potential to degrade complex
compounds into simpler compatible form that can be assimilated by plants [45].
Nevertheless, endophytes secrete several enzymes including amylase, pectinase,
cellulase, lipase, and proteinase that are associated with biodegradation and hydro-
lytic processes during plant-pathogen interaction as well as for the biodegradation of
litter of the host plant [46, 47].

4 Diversity of Endophytes Associated with the Family
Zingiberaceae

The endophytic organisms associated with Zingiberaceae family have been isolated
from different parts including midrib segment leaf, meristem, roots, stem, leaf
blade, and petiole. They are generally isolated by surface sterilization followed
by culturing from crushed tissue extract or through culturing of plant tissues on
suitable media [48, 49]. The identification of endophytes was executed based on

4 A. Chakraborty et al.
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morphological characteristics corroborated with biochemical tests. The modern
molecular biological techniques including ribosomal DNA internal transcribed
spacer (ITS) sequence analysis have also been explored in identification of micro-
organisms as well as their phylogenetic relationships. The endophytes associated
with Zingiberaceae are highly diverse (Fig. 2). Different types of endophytes
including fungus and bacteria within Zingiberaceae family are represented in
Table 1. Fourteen bacterial endophytes, isolated from the rhizome of Curcuma
longa, were characterized through 16S rRNA sequence analysis [50]. In another
study, 11 endophytic fungal strains have been reported from Curcuma longa
plant [51]. Different parts of the plant including leaf, rhizome, root, and stem of
Zingiber officinale Rosc., an important plant with medicinal properties, are also
associated with various types of endophytes [52–54]. Different types of endophytic
bacteria were also identified from Alpinia galanga, another important member of this
family [55–57].

5 Advantageous Imprint Within the Zingiberaceae Family
due to Endophytism

The diverse groups of endophytes associated with Zingiberaceae family are respon-
sible for different types of advantageous functions including growth promotion,
synthesis of unique medicinally important bioactive compounds, biocontrol agent,
antimicrobial activity, and protection against different types of biotic stress (Fig. 3).

5.1 Plant Growth Promotion by Endophytes

The microorganisms that are capable of providing different types of benefits to the
plants are known as plant growth-promoting microorganism [58]. Among different
types of microorganism, several genera of bacteria are proficient to encourage plant

Fig. 2 Different types of endophytes associated with Zingiberaceae family
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Table 1 Diversity of endophytes associated with the plants belonging to the family Zingiberaceae

Plant

Associated endophytes

ReferenceBacteria Fungi

Alpinia
galanga

Streptomyces sp. Tc022;
Nocardia; Microbispora;
Micromonospora;
Streptomyces sp. LJK109

[55–57]

Alpinia
officinarum

Marasmius sp.; Penicillium
herquei; Fusarium oxysporum;
Colletotrichum siamense;
Pestalotiopsis sp.; Sebacina
vermifera; Exserohilum sp.;
Mycoleptodiscus sp.;
Mycoleptodiscus indicus;
Scopulariopsis hibernica;
Meyerozyma guilliermondii;
Exserohilum sp.

[92]

Alpinia
malaccensis

Aspergillus flavipes;
Cladosporium sp.;
Cladosporium oxysporum;
Colletotrichum boninense;
Exophiala sp.; Exophiala
lecanii-corni; Guignardia
mangiferae; Penicillium
citrinum; Pyricularia costina;
Ochroconis gallopava;
Colletotrichum cliviae;
Colletotrichum
gloeosporioides; Diaporthe
gardeniae

[93]

Boesenbergia
rotunda

Streptomyces sp.; Asanoa
endophytica sp.

[85, 86]

Curcuma
longa

Bacillus cereus; Bacillus
thuringiensis; Bacillus spp.;
Bacillus pumilus;
Pseudomonas putida;
Clavibacter Michiganensis;
Stenotrophomonas
maltophilia; Bacillus safensis;
Brevibacterium halotolerans;
Bacillus pumilus

Arthrobotrys foliicola;
Cochliobolus kusanoi;
Daldinia eschscholzii;
Fusarium oxysporum;
Fusarium proliferatum;
Fusarium solani; Fusarium
verticillioides; Phaeosphaeria
ammophilae; Phanerochaete
chrysosporium

[50, 51,
94]

(continued)
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Table 1 (continued)

Plant

Associated endophytes

ReferenceBacteria Fungi

Curcuma
heyneana

Agrobacterium larrymoorei;
Sphingomonas sp.;
Herbaspirillum sp.;
Sphingomonas paucimobilis;
Agrobacterium tumefaciens;
Bacillus aerophilus;
Enterobacter asburiae;
Brevundimonas sp.;
Chromobacterium aquaticum;
Enterobacter cancerogenus;
Microbacterium testaceum;
Enterobacter asburiae;
Curtobacterium plantarum;
Microbacterium
laevaniformans; Rhizobium
alamii; Agrobacterium
larrymoorei

[95]

Curcuma
xanthorrhiza

Fusarium cf. oxysporum;
Fusarium cf. solani;
Eupenicillium sp.;
Actinomycetes; Xylaria sp.

[96, 97]

Hedychium
coronarium

Trichoderma sp.; Mycelia
sterilia; Penicillium sp.;
Alternaria sp.; Penicillium sp.;
Fusarium sp.; Aspergillus sp.;
Bipolaris sp.; Nigrospora sp.

[93]

Hedychium
acuminatum

Fusarium oxysporum;
Rhizoctonia sp.; F. solani;
Colletotrichum alienum;
C. aotearoa; Aspergillus
parasiticus; Hansfordia
biophila; F. semitectum;
C. coccodes;
C. gloeosporioides

[84]

Hedychium
flavescens

Colletotrichum sp.; Fusarium
sp.; Bipolaris sp.; Pithomyces
sp.; Mucor sp.; Alternaria sp.;
Mycelia sterilia; Rhizopus sp.;
Fusarium sp.; Cladosporium
sp.

[93]

Hornstedtia
conica

Aspergillus flavipes;
Cladosporium sp.;
Colletotrichum boninense;
Diaporthe sp.; Diaporthe
anacardii; Exophiala sp.;
Exophiala lecanii-corni;
Penicillium citrinum;
Pyricularia costina;

[93]

(continued)
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growth through plentiful independent or interconnected pathways [4]. The endo-
phytic bacteria, associated with Zingiberaceae family, can stimulate growth by
synthesizing phytohormones, modulating the uptake of minerals from soil,
maintaining iron homeostasis, and increasing availability of phosphorus (Table 2).

5.1.1 Production of Phytohormone Indole-3-Acetic Acid
The plant growth-promoting phytohormone indole-3-acetic acid (IAA) is responsi-
ble for the induction of root growth in plant. It has been reported that the bacteria
including Bacillus cereus, Bacillus thuringiensis, Bacillus pumilus, Pseudomonas
putida, and Clavibacter michiganensis isolated from Curcuma longa are capable of
synthesizing IAA in associative condition with the plant [59]. In another study, IAA

Table 1 (continued)

Plant

Associated endophytes

ReferenceBacteria Fungi

Arthrinium malaysianum;
Colletotrichum cliviae;
Sydowiellaceae; Ochroconis
gallopava

Kaempferia
rotunda

Actinobacteria [96]

Stahlianthus
campanulatus

Nonomuraea stahlianthi [98]

Zingiber
officinale

Streptomyces aureofaciens Acremonium macroclavatum;
Cochliobolus geniculatus;
Colletotrichum
gloeosporioides; Curvularia
affinis; Fusarium oxysporum;
Fusarium solani; Glomerella
cingulata; Lecanicillium
kalimantanense;
Leiosphaerella lycopodina;
Myrothecium verrucaria;
Neonectria punicea; Periconia
macrospinosa; Rhizopycnis
vagum; Talaromyces
assiutensis; Ascomycota sp.;
Fusarium sp.; Gliocladiopsis;
Acremonium furcatum;
Trichothecium sp.;
Colletotrichum crassipes;
Aspergillus niger; Phlebia sp.;
Fusarium oxysporum;
Earliella scabrosa;
Pseudolagarobasidium sp.;
Cerrena sp.

[52–54]

Zingiber
montanum

Pseudomonas baetica [99]
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producing bacteria including Pseudomonas aeruginosa, Enterobacter sp., and
Acinetobacter sp. were also isolated from C. longa [60]. The bacteria of
Paenibacillus sp., found in C. longa rhizome, also have the ability to synthesize
IAA and have been reported to promote the growth of the plant species [61].
The endophytic bacteria of Pseudomonas sp. isolated from Z. officinale were also
found responsible for the production of IAA [62]. Nineteen endophytic bacteria,
including P. putida, L. adecarboxylata, S. nematodiphila, Pantoea ananatis,
A. pasteurianus, S. maltophilia, A. trotsa, and A. larrymoorei, were reported to be
able to produce IAA and could promote the growth in ginger plant [63]. In another
study, about 57 endophytic bacteria, isolated from ginger rhizome and identified
through 16S rDNA PCR-RFLP fingerprinting, 14 bacteria of genera including
Agrobacterium, Ochrobactrum, Bacillus, Serratia, Acinetobacter, Pseudomonas,
Stenotrophomonas, Enterobacter, and Tetrathiobacter were found to be capable of
synthesizing IAA [64]. Another study showed that one of the Klebsiella spp., present
in the rhizome of the same plant, also helps in the production of the important
hormone IAA [65].

5.1.2 Maintenance of Iron Homeostasis Through Production
of Siderophore

Iron acts as an essential element for the growth of all living organisms due to its
diverse biological activities including electron transfer, oxygen metabolism, enzy-
matic reactions, etc. [66]. Under low bioavailability condition, different types of
microorganisms follow some specific iron uptake strategies such as the production
of siderophores [67, 68]. The extracellular chelating compounds, siderophores, are
divided into four major categories: rhodotorulic acid, fusarinines, coprogens, and
ferrichromes. Although its primary function is to convert soil iron into a soluble form
under iron starvation, its complex forming ability with other essential elements of
siderophores is also reported [67, 68]. It has also been recommended that these

Fig. 3 Advantageous roles of endophytes within Zingiberaceae family
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Table 2 Plant growth-promoting activity of endophytes associated with Zingiberaceae family

Plant Name

Associated Endophytes

PGPR activity ReferenceBacteria Fungi

Alpinia
malaccensis

Aspergillus
flavipes;
Cladosporium sp.;
Cladosporium
oxysporum;
Colletotrichum
boninense;
Exophiala sp.;
Exophiala lecanii-
corni; Guignardia
mangiferae;
Penicillium
citrinum;
Pyricularia
costina;
Ochroconis
gallopava;
Colletotrichum
cliviae;
Colletotrichum
gloeosporioides;
Diaporthe
gardenia

Amylase,
cellulase,
pectinase, and
asparaginase
activity

[93]

Amomum
siamense

Eupenicillium
crustaceum;
Fusarium spp.;
Glomerella spp.;
Phomopsis spp.;
Phyllosticta spp.;
Pyricularia spp.;
Talaromyces
flavus; Xylariaceae
taxa; Mycelia
sterilia

Absorption of soil
nutrients including
phosphorus

[75]

Curcuma
longa

Stenotrophomonas
maltophilia;
Bacillus safensis;
Brevibacterium
halotolerans;
Bacillus pumilus

Nitrate reduction,
H2S production,
starch hydrolysis,
IAA production,
phosphorus
solubilization,
siderophore
production,

[59]

(continued)

Endophytism in Zingiberaceae: Elucidation of Beneficial Impact 11



Table 2 (continued)

Plant Name

Associated Endophytes

PGPR activity ReferenceBacteria Fungi

Curcuma
heyneana

Agrobacterium
larrymoorei;
Sphingomonas sp.;
Herbaspirillum sp.;
Sphingomonas
paucimobilis;
Agrobacterium
tumefaciens;
Bacillus
aerophilus;
Enterobacter
asburiae;
Brevundimonas sp.;
Chromobacterium
aquaticum;
Enterobacter
cancerogenus;
Microbacterium
testaceum;
Enterobacter
asburiae;
Curtobacterium
plantarum;
Microbacterium
laevaniformans;
Rhizobium alamii;
Agrobacterium
larrymoorei

Nitrogen fixation [95]

Hedychium
coronarium

Trichoderma sp.;
Mycelia sterilia;
Penicillium sp.;
Mycelia sterilia;
Alternaria sp.;
Penicillium sp.;
Fusarium sp.;
Aspergillus sp.;
Bipolaris sp.;
Nigrospora sp.

Amylase,
cellulase,
pectinase, and
asparaginase
activity

[93]

Hedychium
flavescens

Colletotrichum sp.;
Fusarium sp.;
Bipolaris sp.;
Pithomyces sp.;
Mucor sp.;
Alternaria sp.;
Mycelia sterilia;
Rhizopus sp.;
Fusarium sp.;
Cladosporium sp.

amylase, cellulase,
pectinase, and
asparaginase
activity

[93]

Stahlianthus
campanulatus

Nonomuraea
stahlianthi sp.

Nitrate reduction,
carbon utilization

[98]
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compounds play pivotal role in the induction of systemic resistance against bacterial,
fungal, and viral diseases [69–71]. The endophytic bacteria Pseudomonas putida
were able to synthesize siderophore in the plant C. longa and could be able to
provide protection against other pathogenic microbes [59]. In another study, it has
been reported that the synthesis of siderophore protects turmeric against rot and leaf
blight diseases caused by Pythium aphanidermatum (Edson) Fitzp. and Rhizoctonia
solani Kuhn. [72]. Siderophore production, in the root of Zingiber officinale by
different species of Pseudomonas and Stenotrophomonas, has also been reported by
Jasim et al. 2014 [62].

5.1.3 Phosphate Solubilization
Insoluble phosphate is often present in the soil, but plant is unable to take up this
form of phosphate. The soluble form is most important mineral for the growth of the
plants and enhances crop productivity [73, 74]. Bacterial and fungal endophytes,
associated with plant root, can help to solubilize the phosphate and convert insoluble
phosphate to the common soluble form, so that plant can take up easily [64]. Bacillus
cereus, Bacillus sp., Bacillus pumilus, and Pseudomonas putida, present in the roots
and associated area of the important medicinal C. longa, promote the growth of the
plant by inducing availability of phosphate [50, 59]. It has also been reported that the
strain of Klebsiella sp., present in the rhizome of the turmeric plant, can also promote
the growth of the plant by transforming insoluble phosphate into soluble form [65].
The endophytes associated with Amomum siamense were found to help the host
plant in absorption of soil nutrients, such as phosphorus and other essential mole-
cules that can stimulate the growth of the plant [75].

5.1.4 ACC Deaminase Production
It is well accepted that the plant growth-promoting bacteria (PGPB) that produce the
enzyme 1-aminocyclopropane-1-carboxylic acid (ACC) deaminase facilitates plant
growth by lowering the plant ethylene levels that, when present in high concentra-
tions, can be detrimental to plants. The enzyme ACC deaminase actually catalyzes
the cleavage of 1-aminocyclopropane-1-carboxylic acid (ACC), the ethylene pre-
cursor, into ammonia and α-ketobutyrate. Thus, the ACC deaminase-producing
bacteria help the plant growth by reducing a portion of ethylene biosynthesis.
Many members of the genera Azospirillum, Rhizobium, Agrobacterium,
Achromobacter, Burkholderia, Ralstonia, Pseudomonas, and Enterobacter, along
with various endophytic strains, produce ACC deaminase [76]. Some strains of
Pseudomonas sp., found in association with Zingiber officinale, can produce ACC
deaminase and hence can suppress the effect of the hormone ethylene and can
enhance the growth of the plant [62]. Pseudomonas-related production of ACC
deaminase is also reported by another group of researchers [77]. Ethylene-mediated
plant growth inhibition decreases with the decrease of the level of ACC and
ethylene. Endophytic microbes increase the plant growth by residing inside the
host plants with these capabilities and can promote the growth of the host plant by
reducing ethylene-inducing stresses [7, 78].
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Table 3 Endophyte associated with the plants belonging to family Zingiberaceae and their
bioactive compounds

Plant

Associated Endophytes

Active compound ReferenceBacteria Fungi

Alpinia
galanga

Streptomyces
sp. Tc022;
Nocardia;
Microbispora;
Micromonospora;
Streptomyces
sp. LJK109

Kaempferol, scutellarin,
umbelliferone,
ctinomycin D

[55, 56]

Boesenbergia
rotunda

Strain BO-07
Streptomyces sp.

30-Hydroxy-5-methoxy-
3,4-
methylenedioxybiphenyl
and 30-hydroxy-
5,50-dimethoxy-3,4-
methylenedioxybiphenyl

[85]

Curcuma
xanthorrhiza

Fusarium
cf. oxysporum;
Fusarium cf. solani;
Eupenicillium sp.;
Actinomycetes; Xylaria
sp.

C17H16O, xylarugosin,
and resacetophenone

[97]

Hedychium
acuminatum

Fusarium oxysporum;
Rhizoctonia sp.;
F. solani;
Colletotrichum
alienum; C. aotearoa;
Aspergillus parasiticus;
Hansfordia biophila;
F. semitectum;
C. coccodes;
C. gloeosporioides

Secondary metabolite [84]

Zingiber
officinale

Ascomycota sp.;
Fusarium sp.;
Gliocladiopsis;
Acremonium furcatum;
Trichothecium sp.;
Colletotrichum
crassipes; Aspergillus
niger; Phlebia sp.;
Fusarium oxysporum;
Earliella scabrosa;
Pseudolagarobasidium
sp.; Cerrena sp.

Tyrosol, benzene acetic
acid, ergone,
dehydromevalonic
lactone,
N-aminopyrrolidine, and
many bioactive fatty
acids and their
derivatives which
included linoleic acid,
oleic acid, myristic acid,
n-hexadecanoic acid,
palmitic acid methyl
ester, and methyl
linoleate

[53]

(continued)
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5.2 Synthesis of Bioactive Compounds

Bioactive natural products represent the class of compounds synthesized by living
organisms with high therapeutic value. These compounds are secondary metabolites
and produced mostly by plants and microbes – alone or in association with each
other. Different endophytic microbes including fungi, bacteria, and actinomycetes
produce varied types of bioactive compounds like terpenoids, alkaloids, flavonoids,
steroids, peptides, quinols, and phenols. These bioactive secondary metabolites,
produced by endophytes, are usually used by plants for defense against abiotic and
biotic stresses. Nevertheless, a plethora of these compounds has been confirmed to
be valuable for novel drug synthesis in pharmaceutical industry. It has been reported
that hundreds of these natural products serve as important sources of anticancer,
antioxidant, antibacterial, antidiabetic, antifungal, immunosuppressive, insecticidal,
and antiviral agents [79–81]. It is also established that these secondary metabolites
are associated with cell signaling, alleviation of biotic and abiotic stress, and
establishment of symbiosis [82]. Recently, it has also been reported that apart from
the production of secondary metabolites, endophytes are also able to modulate the
secondary metabolism within their host plant [83]. There are reports of production of
several important secondary metabolites by various endophytic microorganisms in
different members of Zingiberaceae (Table 3; Fig. 4). In the medicinal plant Alpinia
galanga, the important secondary metabolites including kaempferol, scutellarin,
umbelliferone, and actinomycin D were found to be synthesized by different endo-
phytic bacteria [55, 56]. In another plant, Hedychium accuminatum, 11 endophytic
fungi were found to be responsible for the production of various metabolites
including alkaloids, flavonoids, terpenoids, and tannins [84]. The endophytic species

Table 3 (continued)

Plant

Associated Endophytes

Active compound ReferenceBacteria Fungi

Zingiber
officinale

Streptomyces
aureofaciens

5,7-Dimethoxy-4-
phenylcoumarin (51b),
5,6-dimethoxy-4-
(p-methoxyphenyl)
coumarin (51c) vanillin
3-methoxy-4-
hydroxytoluene

[55]

Zingiber
spectabile

Streptomyces
omiyaensis
NBRC 13449T

prolyl (3S, 8aR)-3-
(1H-indol-3-ylmethyl)
hexahydropyrrolo [1,
2-a], pyrazine-1, 4-dione
CAP 2,2-dichloro-N-
[(1R, 2R)-2-hydroxy-1-
(hydroxymethyl)-2-
(4-nitrophenyl) ethyl]-
acetamide

[87]
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of Streptomyces (strain BO-07), isolated from the root tissue of Boesenbergia
rotunda, was found to contain two biphenyls, 30-hydroxy-5-methoxy-3,4-
methylenedioxybiphenyl and 30-hydroxy-5,50-dimethoxy-3,4-methylenedioxy-
biphenyl, with antibacterial, antioxidant, and anticancer activities [85]. Fifteen
fungal strains including the genera of Acremonium, Gliocladiopsis, Fusarium,
Colletotrichum, Aspergillus, Phlebia, Earliella, and Pseudolagarobasidium were
found to be associated with Z. officinale [53]. The fungal bodies extracted from
this plant were subjected to metabolite profiling and found to contain many bioactive
compounds including tyrosol, dehydromevalonic lactone, ergone, N-aminopyr-
rolidine, benzene acetic acid, linoleic acid, oleic acid, myristic acid,
n-hexadecanoic acid, palmitic acid, and methyl ester. In another report, Streptomyces
aureofaciens CMUAc130 was isolated from Z. officinale root [54], and
compounds like 5,7-dimethoxy-4-p-methoxylphenylcoumarin and 5,7-dimethoxy-
4-phenylcoumarin, with antifungal activity, were isolated from the bacterial extract.
The bacterial strain of Streptomyces BT01, isolated from Boesenbergia rotunda (L.),
was identified through 16S rDNA sequencing [86]. Two important flavonoids
with antibacterial activity, namely, 7-methoxy-3,30,40,6-tetrahydroxyflavone and
20,7-dihydroxy-40,50-dimethoxyisoflavone, were identified by thin-layer chromatog-
raphy. The secondary metabolites like cyclo-(L-tryptophanyl-L-prolyl) (3S, 8aR)-3-
(1H-indol-3ylmethyl) hexahydropyrrolo [1, 2-a] pyrazine-1, 4-dione, CAP
2,2-dichloro-N-[(1R, 2R)-2-hydroxy-1-(hydroxymethyl)-2-(4-nitrophenyl) ethyl]-
acetamide (diketopiperazine cyclo-(tryptophanyl-prolyl), and chloramphenicol, iso-
lated from Streptomyces sp., an endophytic association of rhizomatous root of
Zingiber spectabile [87], showed anti-methicillin resistance against S. aureus
activity.

Several endophytic bacteria are capable of synthesizing a vast range of
uncharacterized secondary metabolites. There are limited information regarding
the amount and conditions under which these metabolites are produced. The revo-
lution in the field of genomics along with expansion of modern analytical techniques
will definitely hasten the detection of such cryptic compounds and will assist to
explore the wide spectrum of secondary metabolites with novel chemical structures
encoded by the genomes of endophytic microorganisms of the entire Zingiberaceae
family.

5.3 Antimicrobial Activity of Endophytes

The diverse groups of endophytes isolated from plants of Zingiberaceae family are
recognized for their antimicrobial properties (Table 4). The crude extract of bacterial
strain of Streptomyces sp. LJK109, isolated from root tissues of Alpinia galanga [88],
showed antifungal potential against pathogenic fungi Alternaria porri,
Colletotrichum gloeosporioides, Colletotrichum musae, Curvularia sp., Drechslera
sp., Exserohilum sp., Fusarium oxysporum, Verticillium sp., and Sclerotium rolfsii.
The endophytic fungi, isolated and identified via internal transcribed spacer (ITS)
region of ribosomal DNA from Curcuma longa, have antibacterial potential against
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histamine-producing bacteriaMorganella morganii [51]. Several endophytic actino-
mycetes were isolated from Zingiber officinale rhizome among which Nocardiopsis
sp. ZoA1 was found to be highly active against phytopathogen and human clinical
pathogens [89].

5.4 Biocontrol Activity of Endophytes

Some of the microbes often prevent the deleterious effects of the potent plant
pathogens including bacteria, fungi, and nematodes. This is considered as biocontrol
activity. In agriculture, biocontrol microorganisms have appeared as harmless
replacements of chemical pesticides. They also cause indirect promotion of plant

Table 4 Antimicrobial activity of endophytes associated with plants belonging to family
Zingiberaceae

Plant

Associated Endophytes Antimicrobial
activity ReferenceBacteria Fungi

Alpinia
galanga

Streptomyces
sp. Tc022; Nocardia;
Microbispora;
Micromonospora;
Streptomyces
sp. LJK109

Antifungal
activity

[56, 88]

Boesenbergia
rotunda

Streptomyces sp.;
Asanoa endophytica
sp.

Antibacterial
activity

[86]

Curcuma
longa

Bacillus cereus;
Bacillus
thuringiensis;
Bacillus sp.; Bacillus
pumilus;
Pseudomonas
putida; Clavibacter
Michiganensis;
Stenotrophomonas
maltophilia; Bacillus
safensis;
Brevibacterium
halotolerans;
Bacillus pumilus

Arthrobotrys
foliicola;
Cochliobolus
kusanoi; Daldinia
eschscholzii;
Fusarium oxysporum;
Fusarium
proliferatum;
Fusarium solani;
Fusarium
verticillioides;
Phaeosphaeria
ammophilae;
Phanerochaete
chrysosporium

Antibacterial
and antifungal
activity

[51, 94]

Curcuma
xanthorrhiza

Fusarium
cf. oxysporum;
Fusarium cf. solani;
Eupenicillium sp.;
Actinomycetes;
Xylaria sp.;

Antibacterial
activity

[97]

Kaempferia
rotunda

Actinobacteria Antibacterial
activity

[96]
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Table 5 Biocontrol activity of endophytes associated with Zingiberaceae family

Plant

Associated endophytes

Effects ReferenceFungi Bacteria

Alpinia
galanga

Streptomyces
sp. Tc022

Effective against
pathogen
Colletotrichum
musae and Candida
albicans

[55]

Amomum
siamense

Eupenicillium crustaceum;
Fusarium spp.; Glomerella
spp.; Phomopsis spp.;
Phyllosticta spp.;
Pyricularia spp.;
Talaromyces flavus;
Xylariaceae taxa; Mycelia
sterilia

Protect from insect
attack

[75]

Curcuma
longa

Trichoderma harzianum Antagonistic
activity against
Pythium
aphanidermatum

[72]

Bacillus cereus Inhibit growth of
Rhizoctonia solani

Arthrobotrys foliicola;
Cochliobolus kusanoi;
Daldinia eschscholzii;
Fusarium oxysporum;
Fusarium proliferatum;
Fusarium solani;
Fusarium verticillioides;
Phanerochaete
chrysosporium,
Phaeosphaeria
ammophilae

Inhibit growth of
the histamine-
producing bacteria

[51]

Fungal isolates Leaf spot disease [90]

Bacillus;
Pseudomonas;
Klebsiella;
Citrobacter

Pythium
aphanidematum

[91]

(continued)
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growth by limiting the damage caused by their phytopathogens. The endophytes
associated with different members of Zingiberaceae can efficiently remove plant
pathogens (Table 5). There is a potent pathogen Colletotrichum gloeosporioides that
causes leaf spot on turmeric and is responsible for major economic damage in
cultivation of turmeric. It has been reported that about 200 endophytic fungal strains,
isolated from Curcuma longa, have antagonistic effect on this pathogen [90].
In another study, five endophytic fungi isolated from turmeric have been found to
have biocontrol activity against Morganella morganii [51]. Thirty-one endophytes
from the rhizome of C. longa, isolated and identified by morphological and ITS
analysis and by rDNA sequencing, were found to be active against Pythium
aphanidermatum (Edson) Fitzp, the causal agent of turf rot blights [72]. In another
report, 154 endophytes were identified from turmeric with anti-Pythium activity [91].
The endophytic strain isolated from Zingiber officinale was very much effective
against Fusarium oxysporum, a potent phytopathogen that causes excessive loss in

Table 5 (continued)

Plant

Associated endophytes

Effects ReferenceFungi Bacteria

Zingiber
officinale

Acremonium
macroclavatum;
Cochliobolus geniculatus;
Colletotrichum
gloeosporioides;
Curvularia affinis;
Fusarium oxysporum;
Fusarium solani;
Glomerella cingulata;
Lecanicillium
kalimantanense;
Leiosphaerella
lycopodina; Myrothecium
verrucaria; Neonectria
punicea; Periconia
macrospinosa;
Rhizopycnis vagum,
Talaromyces assiutensis

Inhibitory activity
against
F. oxysporum

[52]

Ascomycota sp.; Fusarium
sp.; Gliocladiopsis;
Acremonium furcatum;
Trichothecium sp.;
Colletotrichum crassipes;
Aspergillus niger; Phlebia
sp.; Fusarium oxysporum;
Earliella scabrosa;
Pseudolagarobasidium sp.;
Cerrena sp.

Anti-Pythium
activity

[53]
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agriculture [52]. Streptomyces sp. Tc022, associated with root of Alpinia galanga,
showed inhibitory effect on the fungal pathogens, Colletotrichum musae and
Candida albicans [55].

6 Conclusion

Comprehensive studies on endophytism in different important members of
Zingiberaceae suggest that endophytic microorganisms could find a direct applica-
tion on the improvement of productivity and protection of plants against biotic and
abiotic stresses. The endophytes isolated from different members of this family can
also be considered as a novel source of bioactive molecules. Several endophytes of
this family are potential source of secondary metabolites that have enormous indus-
trial and pharmaceutical applications. However, in planta synthesis of these medic-
inally important natural products is very much challenging due to involvement of
multiple genes and complex nature of biosynthetic pathways. Consequently, identi-
fication and isolation of specific genes in endophyte genome associated with the
synthesis of bioactive molecule and subsequent metabolic engineering can ulti-
mately result in enhanced production of the desired metabolites, at industrial level.
Therefore, the identification of holobiont (host and its associated microorganisms) is
a major and fascinating field of research that reveals symbiotic relationship between
plant and microbes. The involvement of contemporary molecular biological tools
and improved techniques of isolation along with an application of efficient genomic
data mining techniques and identification of uncharacterized endophytes within
Zingiberaceae family, for the purpose of comprehensive analysis of endophytic
microorganisms and plant holobiome, is quite an achievable target. Nevertheless,
implementation of multidisciplinary “omics” science and methods is inevitable to
decipher the endophytism within Zingiberaceae family for human welfare. These
approaches, corroborated with the system biology, will definitely explore the com-
prehensive physiological and biochemical processes associated with the host-
endophyte symbiotic relationship, stress tolerance displayed by endophytes, and
their pivotal role in growth promotion.
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A B S T R A C T 
This study deals with the isolation of fungal communities and comparison seed borne mycoflora between Coastal 
zone seeds (Digha; West Bengal) and Indo-gangetic areas (Burdwan, Hooghly, Howrah; West Bengal) and to identify 
and classify them by standard blotter method and agar plate technique. Coastal areas seed samples were collected 
from the sea side of Bay of Bengal, Digha, West Bengal and the Indo-gangetic areas seed samples were collected 
from Burdwan, Hooghly, Howrah; West Bengal. The seeds were stored in sterile screw cap bottles for further 
analysis. Phenotypic and genotypic characterization of fungal isolates were done using above tow methods. Six 
fungal genera including Aspergillus sp., Penicillium sp., Rhizopus sp., Mucor sp., Alternaria sp., Macrophomina sp. Of 
them Aspergillus sp. and Alternaria sp. are the most frequent members. It was found that the rate of germination 
of coastal zone seeds were more than the rate of germination of Indo-gangetic zones seeds. Whereas the fungal 
community of coastal areas were appeared more frequent and destructive than indo-gangetic region. The 
germination percentage of oil seeds of indo-gangetic areas appeared respectively 92% and 96% where the 
germination percentage of oil seeds of coastal region appeared respectively 64% and 72%, and the germination 
percentage of cereal crops of indo-gangetic areas (Pratiksha, Swarna, Khas, Minikit, Kalma) appeared respectively 
88%, 92%, 84%, 96%,  80%. Whereas the germination percentage of all those cereal crops (Protiksha, Swarna, Khas, 
Minikit, Kalma) of coastal region appeared respectively 60%, 68%, 56%, 72% and 52%. In the other hand the 
appearance of fungal community were more frequent of coastal areas than indo-gangetic region. The percentage of 
fungal growth of oil seed of indo-gangetic region (oil seeds) were respectively 35% and 20%. Whereas in coastal 
areas it was respectively 50% and 45%. The fungal growth of different cereal crops (Protiksha, Swarna, Khas, 
Minikit, Kalma) of indo-gangetic and coastal areas were respectively (20%, 18%, 25%, 15%, 28%) and (38%, 35%, 
40%, 30%, 44%). 

*Corresponding author: Tanmay Ghosh, Department of Microbiology, Dinabandhu Andrews College, Baishnabghata, South 24 Parganas, Kolkata - 700 084, West Bengal 

e-mail: tanmay.tanmay.ghosh780@gmail.com   Contact: +91- 9732188299 

 

Res. Jr. of Agril. Sci. 11(2): 413-419 
 
 

ISSN: 0976-1675 www.rjas.org 

 
Research Journal of Agricultural Sciences 

 
© Centre for Advanced Research in Agricultural Sciences 

Research 
Paper 

DI: 5909-1402-079 
 

 
An Understanding of Fungal Diversity of Cereal and Oil Seed Crops 

Particularly in Coastal Region Composed to Indo-Gangetic Areas and their 
Eco-friendly Management 

 

Tanmay Ghosh*1, Joydip Ghosh2, Maitreyee Mondal3 and Subhasree Roy4 
1,3,4Department of Microbiology, 

Dinabandhu Andrewas College, Deparrshnabghata, 24 Parganas (South), Kolkata - 700 084, West Bengal, India 
2Department of Microbiology, Rabindra Mahavidyalaya, Champadanga, Hooghly, W.B. 712401 

 
Received: 14 February 2020; Revised accepted: 22 March 2020 

Key words: Standard blotter method, Fungal community, Phenotypic, Agar plate technique, Destructive, 
Genotypic 

 
ndia is one of the major cereal crops and oil seeds 

grower and importer. The diverse agro ecological 

conditions in the country are favorable for growing annual 

cereal crops and oil seeds. Ninety percent of food crops are 

propagated by seed. A most widely grown crops in 

agriculture zone (wheat, rice, maize, sesame, nut, mustard) 

are affected by various seed-borne diseases. A seed-borne 

pathogen present externally or internally or associated with 

the seed as contaminant may cause seed abortion, seed 

necrosis, reduction or elimination of germination capacity as 

I 
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well as seedling damage resulting in development of disease 

at later stages of seed growth (Fakhrunnisa et al. 2006). The 

literature on seed mycoflora of species was revealed and 

observed by several workers. Fungi including Aspergillus 

sp., Penicillium sp., Rhizopus sp.,Mucor sp., Alternaria sp., 

Macrophomina sp. have been found associated with the 

seeds of cereal crop and oil seeds. Among these, Alternaria 

sp. as well as Aspergillus sp. are known to be the most 

destructive pathogen of those seeds. Fungi are fundamental 

organisms in our ecological systems and will be found 

anywhere where the environment will support their growth, 

both on Indo-gangetic area and Coastal zone. However our 

understanding of fungal diversity particularly in marine 

environment (Digha, West Bengal) compared to Indo-

gangetic areas (Burdwan, Hooghly, Howrah). 

 

Mechanism of seed infection by fungi 

Fungal infection of seed borne pathogens may reach the 

ovule of the seed at any stage from the initiation of ovule 

formation to the mature seed. The fungal plant pathogens 

vary in their modes of multiplication and attack on the lost 

plant (Chernin and Chet 2002, Ping and Boland 2004, Wei 

et al. 1991, Zhang and Birch 1996) fungal propagules / 

spores germinate and the growing hyphae determine the 

entry of the pathogens in plant tissue including the fruit and 

seed. The ovule and the seed develop in the pistil which is 

enclosed by other floral appendages in the flower and seed. 

The position and structure of seed, including the physical 

environment during seed development, determines the 

successful seed infection. The physiological and 

biochemical factors inside the fruit and seed further control 

the establishment of successful infection. Fungi may be 

biotroph (obligate parasite) or necrotroph (saprophytic). 

Biotroph cause minimal damage to the host seed, have a 

narrow host range, while necrotrophs cause apparent 

damage to the host cell and have a wide host range. The 

fungi, depending upon the time of infection and 

environment condition cause superficial or deep infection. 

Biotrophs usually establish deeper into the tissues including 

embryo. Necrotroph which degrade tissues through their 

enzymatic activity, as they spread, are rarely transmitted to 

the embryo through the mother plant. The mechanism of 

infection of the ovule and seed is also dependent upon the 

nature of disease in the plant and the mechanism of 

transmission of infection into the seed (Van et al. 1998, 

Kushi and Khare 1978). 

  

Important seed borne disease of oil seeds and cereal crops 

Any infectious agent associated with the seed, having 

the potential of causing a disease of a seedling or a plant, is 

termed as seed borne pathogens. In this case seed may or 

may not exhibit disease symptoms. This term includes all 

plant pathogenic microorganisms (fungi, bacteria, 

nematode) and the viruses which are carried in, on or with 

the seed (Limonard 1968). 

 
Crop Disease Pathogens 

Wheat Loose smut Ustilago segetum var. tritici 

Black point 

Head blight 

Alternaria tritici 

Fusarium senitectum 

Rice Brown spot 

False smut 

Blast of rice 

Bipolaris oryzae 

Ustilaginoidea virens 

Pyricularia oryzae 

Maize Leaf blight 

Downy mildew 

Loose smut 

Bipolaris maydis 

Peronosclerospora maydis 

Ustilago zeae 

Groundnut Collor rot 

Seed rot 

Macrophomina phaseolina 

Aspergillus flavus & niger 

Mustard Downy mildew 

Pod spot 

Peronospora parasitica 

Alternaria drassicae 

Sesame Leaf blight 

Sesame blight 

Alternaria sesamicola 

Corynespora cassiicola 

 

MATERIALS AND METHODS 
Various microorganisms have been reported as 

causative agent of seed borne disease. Fungi and bacteria are 

most important pathogens among them. Scientists are able to 

discover methods to detect and identified. There are various 

techniques to detect the presence of pathogens associated 

with infection of seeds. Methods are described as follows: 

 

Collection of various oilseeds and cereal crops samples 

Seed samples of Indo-gangetic areas 

For studying mycoflora associated with oilseeds 

(sesame, mustard, nut) and cereal crops (wheat, rice, maize) 

were collected from various region of Indo-gangetic area 

(Burdwan, Hooghly, Howrah; West Bengal, India). 

 

Seed samples of coastal zone 

For studying mycoflora associated with oilseeds 

(sesame, mustard, nut) and cereal crops (wheat, rice, maize) 

were collected from coastal zone of the Digha, West Bengal. 

The collected seed samples were shade dried and stored in 

paper bags at room temperature for further studies. All the 

seed samples were examined by visual seed inspections and 

occurrence of seed mycoflora was analyzed by standard 

blotter method and agar plate method. 

 

Surface sterilization of seed 

Surface sterilization of the seed was done by one 

percent sodium hypochlorite for 30 seconds. The seeds were 

then washed with three changes of sterile water. 
 

Detection of seed mycoflora 

For isolation of seed mycoflora associated with oilseeds 

the two detection methods viz. Standard Blotter Method and 

Agar Plate Method (ISTA 1996) were employed. 

 

Standard blotter method 

Three pieces of filter paper (Lantos et al. 2002, Agarwal 

1976), were properly soaked in sterilized water and were 

placed at the bottom of a 9 cm well labelled plastic Petri 

dishes. Twenty (20) seeds per Petri dish were placed using a 

pair of forceps and making sure that seeds are placed 

equidistantly under aseptic conditions. The lids of each Petri 

dish were held in place with gummy cello tape. The Petri 
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dishes containing seeds were incubated at room temperature 

(25°± 2°C) for 7 days under alternating cycles of light and 

darkness of 12 hours each. 

 

  

Fig 1 Standard Blotter Method Fig 2 Agar plate method 

 

Agar plate method 

PDA was prepared and sterilized in an autoclave. In 

agar plate method (Barnet and Hunter 1999), 20 ml of potato 

dextrose agar was distributed to each of the sterile Petri 

plates under aseptic conditions. After cooling, crop seed 

samples were transferred (ISTA 2005) to the plate 

containing PDA medium. Twenty seeds per Petri plate were 

kept at equidistance in a circle and incubated at room 

temperature (25 ± 2 degree C) under 12 hours alternating 

cycles of light and darkness for 7 days and observed 

everyday for the growth of fungi (Warham 1990). The per 

cent seed mycoflora and percentage frequency of various 

fungal species were calculated. The incidence of fungi on 

seed performed under these methods were calculated as 

follows: 

Percent 

incidence = 

Number of infected seeds 
× 100 

Number of plated seeds 

 

Identification of seed mycoflora 

The identification of fungi was done based on the 

morphological and colony characteristic of the pathogens. 

Ten fungi were noticed on the oilseed samples and cereal 

crop seed samples collected from the different region of 

Indo-gangetic and coastal zone of West Bengal. Aspergillus 

niger, Aspergillus flavus often appeared in many samples 

along with species of Rhizopus sp., Fusarium sp. and Mucor 

sp. Alternaria sp. were found mostly in the seed samples. 

Spore morphology and colony characteristic are as under: 

 

Aspergillus niger 

Colony of Aspergillus niger on seed grows slowly, 

consisting of a compact to fairy loose white to faintly yellow 

basal mycelium, which bears abundant erect and initially 

crowed conidial structures. Conidial heads are typically 

large and black, compact at first, spherical or split into two 

or looser to reasonably well defined columns. Conidiophores 

are smooth, hyaline or faintly brownish near the apex. Two 

series conidia bearing the cells (supporting cells and 

phialides) are produced but in some heads only phialides are 

present. Conidia are typically spherical at maturity. Often 

very rough or spiny, mostly 4-5 µm diameter and very dark 

in colour or with conspicuous longitudinal striations. 

 

Aspergillus flavus  

Colony of Aspergillus flavus on seed is usually 

spreading and very light. Yellow to deep yellow-green, 

olive-brown. Conidiophores are swollen apically with 

numerous conidia bearing cells in long chains. 

Conidiophores are heavily walled, hyaline coarsely and 

rough end. They can be one or two series of conidia bearing 

cells (Phialides and supporting cells). Conidia are typically 

spherical to sub-spherical, conspicuously spiny, variably 3-6 

µm in diameter. 

 

  

Fig 3 Aspergillus sp. Fig 4 Mucor sp. 

 

Mucor sp. 

Colonies grow rapidly at the temperature of 25-30°C. It 

resembles cotton candy. From the front the colour is white 

initially and becomes greyish brown. Conidia are generally 

globose to ellipsoidal, yellowish brown and slightly rough- 

walled and are produced in sporangia that are developed 

around pin form columella. Mycelium are generally shiny, 

hyaline, greyish white to milky white. Conidiophore are Pin 

form columella and  are  found which bears the sporangia 

around it. 

 

Rhizopus sp. 

Colony of Rhizopus sp. on seed grows slowly, 

consisting of a compact to fairy loose pink mycelium, 

sporangiophores grow in cluster they are stout and stiff, the 

characteristic features is rhizoids present at the base of the 

sporangium, vegetative body is highly branched coenocytic 

in nature. The sporangium contain either one or both type of 

sporangiospore. 

 

  

Fig 5 Rhizopus sp. Fig 6 Penicillium sp. 
 

Penicillium sp. 

Penicillium spp. are commonly known as contaminants. 

The colonies of Penicillium sp. are rapid growing, flat, 

filamentous and velvety, woolly or cottony in structure. The 

colonies are initially white and become blue green, gray 

green, olive gray, yellow or pinkish in time. Colonies of 

Penicillium sp. are often dominated by copious clear to 
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yellow or brown exudates at the centres. Hyphae are septate, 

hyaline measuring 1.5 to 5 µm in diameter with simple or 

branched conidiophores. Metulae are secondary branches 

that form on conidiophores. The metulae carries the flasks 

shaped phialides. The organisation of the phialides and the 

conidiophores are very typical. They form brush like 

clusters, which are also referred as “penicilli”. The conidia 

(2.5–5 µm in diameter) are round, unicellular and visualized 

as unbranching chains at the tip of phialides. 

 

 

Fig 7 Macrophomina sp. 
 

Macrophomina sp. 

Conidia are aseptate, hyaline, ellipsoidal to obovoid. 

Pycnidia are larger than sclerotia, dark brown to black and 

scattered throughout the surface. Hyphae are thick, grey to 

brown to black or dull white to light brown. Produces a 

profuse aerial mycelium with pycnidia and sclerotia. 

Sclerotia are black, shiny, and irregular shaped. Pycnidia are 

larger than sclerotia, dark brown to black and scattered 

throughout the surface. 

 

RESULTS AND DISCUSSION 
The results of in-vitro studies conducted at the 

Department of microbiology; Rabindra Maha Vidyalaya; 

Champadanga; Hooghly,West Bengal, India during 2018. 

 

Germination percentage of oil seeds of Indo-gangetic and 

coastal areas under in-vitro condition 

The data obtained from (Table 1) indicated that the 

germination percentage of sesame (black) and nut were 

respectively 64% and 72%. 

 

Table 1 Germination percentage of different oil seeds of 

coastal area under in-vitro condition (Agar Plate Method) 

Oil seeds Germination percentage (%) 

Sesame (black) 64.00 

Nut 72.00 

 

Table 2 Germination percentage of different oil seeds of 

indo-gangetic area under in-vitro condition (Agar Plate 

Method) 

Oil seeds Germination percentage (%) 

Sesame (black) 92.00 

Nut 96.00 

The data obtained from (Table 2) indicated that the 

germination percentage of sesame (black) and nut were 

respectively 92% and 96%. 

 

 

Fig 8 Comparing germination rate different oil seeds between 
Indo-gangetic seed and coastal area seed 

 

Fungal growth of oil seeds of Indo-gangetic and coastal 

areas under in-vitro condition 

The data obtained from (Table 3) indicated that the 

fungal growth of sesame (black) and nut were respectively 

50% and 45%. 

 

Table 3 Fungal growth of different oil seeds of Indo-

gangetic area under in-vitro condition (Agar Plate Method) 

Oil seeds Fungal growth 

Sesame (black) 35.00 

Nut 20.00 

 

Table 4 Fungal growth of different oil seeds of coastal 

area under in-vitro condition (Agar Plate Method) 

Oil seeds Fungal growth 

Sesame (black) 50.00 

Nut 45.00 

 

The data obtained from (Table 4) indicated that the 

fungal growth of sesame (black) and nut were respectively 

35% and 20%. 

 

 

Fig 9 Comparing fungal growth of different oil seeds of Indo-
gangetic area and coastal area under in-vitro condition 

 

Table 5 Germination percentage of different cereal crop 

seeds of coastal area under in-vitro condition 

Cereal crop seeds Germination percentage 

Protiksha 60.00 

Swarna 68.00 

Khas 56.00 

Minikit 72.00 

Kalma 52.00 
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Germination percentage of cereal crops of Indo-gangetic 

and Coastal areas under in-vitro condition  

The data obtained from (Table 7) indicated that the 

germination percentage of Pratiksha, Swarna, Khash, 

Minikit, Kalma were respectively 60%, 68%, 56%, 72% and 

52%. 

 

Table 6 Germination percentage of different oil seeds of 

indo-gangetic area under in-vitro condition 

Cereal crop seeds Germination percentage 

Pratiksha 88.00 

Swarna 92.00 

Khas 84.00 

Minikit 96.00 

Kalma 80.00 

 

The data obtained from (Table 8) indicated that the 

germination percentage of Pratiksha, Swarna, Khash, 

Minikit, Kalma were respectively 88%, 92%, 84%, 96% and 

80%. 

 

 

Fig 10 Comparing germination percentage between cereal crop 
seeds of Indo-gangetic area and coastal area 

 

Fungal growth of cereal crops of Indo-gangetic and coastal 

areas under in-vitro condition 

Table 7 Fungal growth of different oil seeds of Coastal 

area under in-vitro condition 

Cereal crop seeds Fungal growth 

Pratiksha 38.00 

Swarna 35.00 

Khas 40.00 

Minikit 30.00 

Kalma 44.00 

 

Table 8 Fungal growth of different oil seeds of indo-

gangetic area under in-vitro condition 

Cereal crop seeds Fungal growth 

Pratiksha 20.00 

Swarna 18.00 

Khas 25.00 

Minikit 15.00 

Kalma 28.00 

 

 

Fig 11 Comparing fungal growth between cereal crop seeds of 
Indo-gangetic and coastal area 

 

The data obtained from (Table 10) indicated that the 

fungal growth of Pratiksha, Swarna, Khash, Minikit, Kalma 

were respectively 38%, 35%, 40%, 30% and 44%. 

 

The data obtained from (Table 11) indicated that the 

fungal growth of Pratiksha, Swarna, Khash, Minikit, Kalma 

were respectively 20%, 18%, 25%, 15% and 28%. 

 

Evaluation of plant extract under in-vitro condition 

Various plant extracts such as leaf extract of Neem, 

Tulsi, Bisalyakarani, Thankuni, Basak, Sajne, Bon tulsi, 

Garlic, Ginger, Datura, Nilgiri have been used for seed 

treatment of different varieties of oilseeds and cereal crops 

by soaking methods. Extract of botanicals has been applied 

at two concentrations, 500ppm and 1000 ppm made. Fresh 

plant materials are collected and washed first in tap water 

and then three times in distilled water. The botanical 

samples was chopped and then crushed in a surface 

sterilized mortar and pestle by adding 100 ml of sterile 

distilled water (1:1 w/v). The phyto- extracts are filtered 

with double layered muslin cloth and filtrate is used as stock 

solution. Seeds were dipped in plant extract for one hour and 

then kept in sterilized moist chamber of plastic petriplates 

for seven days incubation. Observation regarding seed 

germination and mycoflora associated with seed have been 

recorded in percentage. 

 

Evaluation of plant extract on basis of fungal growth of 

cereal crop seeds of Indo-gangetic areas under in-vitro 

condition 

 

Table 9 Evaluation of plant extract on basis of fungal growth of cereal crop seeds of Indo-gangetic areas 

Cereal 

crops 

Plant extracts 

Control Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 
500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

Pratiksha 75 80 90 96 50 60 35 46 85 96 40 47 40 44 45 50 40 48 81 89 30 

Swarna 70 74 89 94 55 63 45 50 88 94 50 56 32 40 50 59 50 57 50 60 29 

Khas 55 62 75 87 50 62 55 64 86 91 30 43 40 47 35 40 37 45 31 40 27 

Minikit 60 67 80 90 36 44 30 40 70 78 33 45 45 56 37 43 30 45 50 60 25 

Kalma 110 130 46 53 60 68 65 76 115 140 58 63 61 70 60 67 77 84 95 100 35 

Fungal Diversity of Cereal and Oil Seed Crops Particularly in Coastal Region 

417 



Table 10 Evaluation of plant extract on basis of fungal growth of cereal crop seeds of  coastal areas 

Cereal 

crops 

Plant extracts 

Control 
Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

Pratiksha 55 60 70 76 30 35 20 28 60 67 23 33 20 30 25 30 20 28 60 66 17 

Swarna 50 54 55 64 35 40 28 36 65 72 27 37 20 25 20 28 30 36 35 42 16 

Khas 35 43 57 62 30 33 37 42 55 61 18 22 24 30 25 32 20 26 20 26 12 

Minikit 39 45 40 50 20 27 19 26 50 55 27 33 30 35 28 37 20 28 30 34 15 

Kalma 65 75 37 44 40 45 35 39 40 48 70 76 36 42 49 55 40 47 70 75 20 

 

   

Fig 12 Evaluation of plant extract on the basis of fungal 
growth of different cereal crop seeds of indo-gangetic area 

under in-vitro condition : Agar Plate method 

 Fig 13 Evaluation of plant extract on the basis of fungal growth 
of different cereal crop seeds of coastal area under in-vitro 

condition :  Agar Plate method 

  

Table 11 Evaluation of plant extract on basis of fungal growth of oil seeds of  Indo-gangetic areas 

Cereal 

crops 

Plant extracts 

Control Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 
500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

Sesame 

(black) 
75 85 96 100 76 86 24 30 45 50 37 42 65 70 70 75 86 90 40 50 27 

Nut 55 64 65 70 80 86 70 80 47 57 45 50 65 69 68 77 65 70 75 79 35 

 

   

Fig 14 Evaluation of plant extract on the basis of fungal 
growth of different oil seeds of Indo-gangetic area under in-

vitro condition : Agar plate method 

 Fig 15 Evaluation of plant extract on the basis of fungal growth 
of different oil seeds of coastal area under in-vitro condition :  

Agar Plate method 
 

This present work deals with the comparative study of 

fungal growth and germination percentage of different oil 

and cereal crop seed of coastal area and Indo-gangetic area. 

It was found that the rate of germination of indo-gangetic 

areas seeds were more than the rate of germination of 

Coastal zones seeds. Whereas the fungal community were 

appeared more frequently and distractive in Coastal region. 

Environmental factors are the most decisive factor for 
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growth of fungal species. In case of coastal area the 

temperature range is 25°-30° and the relative humidity is 50-

79%. All the environmental factors of coastal area were 

found more suitable for the growth of microflora than indo-

gangetic region. Wind speed and sunshine hours have a 

positive effect on the growth of microflora. The wind speed 

of coastal region range from 11-15 KpH, which were found 

most appropriate for faster multiplication and spread of the 

pathogen. All the meteorological factors were responsible 

for the development of the disease of coastal regions seeds 

and thus their germination percentages were decreases. 

Among 10 plant extracts of Bisalyakaruni, Neem, Basak and 

tulsi showed more efficient result than others. Whereas in 

case of coastal and indo-gangetic regions seeds. Thus these 

4 plant extracts can be used as biofertilizer and 

biostimulants to treat both indo-gangetic and coastal regions 

seed crops. Biostimulants are product that reduces the need 

for fertilizers and increase plant growth. The above 

mentioned information are very useful for the farmers 

involved in oil and cereal crop cultivation. They also can 

take their decision in time of sowing of crop and enhance 

their profitability by proper management of disease. Here 

more research work is required to detect, identify, isolate 

those bacterial and fungal pathogens. Institutions have to 

cooperate with researchers and scientists to carry on this 

type of research work. From present review we can identify 

and control seed-borne pathogenic fungi and still now 

science is unable to identify those pathogenic 

microorganisms like bacteria, virus etc. So more research 

work is needed to detect and control them. If we can detect 

them, then it will be easier to decrease infections caused by 

them.

 

Table 12 Evaluation of plant extract on basis of fungal growth of oil seeds of coastal areas 

Cereal 

crops 

Plant extracts 

Control Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 
500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

Sesame 

(black) 
60 69 80 85 63 75 20 24 35 40 27 32 55 60 55 65 70 75 28 35 17 

Nut 45 50 55 63 60 66 55 65 30 43 30 35 53 56 54 60 50 60 55 59 23 
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A B S T R A C T 
This study deals with the isolation of fungal communities and comparison seed borne mycoflora between Coastal 
zone seeds (Digha; West Bengal) and Indo-gangetic areas (Burdwan, Hooghly, Howrah; West Bengal) and to identify 
and classify them by standard blotter method and agar plate technique. Coastal areas seed samples were collected 
from the sea side of Bay of Bengal, Digha, West Bengal and the Indo-gangetic areas seed samples were collected 
from Burdwan, Hooghly, Howrah; West Bengal. The seeds were stored in sterile screw cap bottles for further 
analysis. Phenotypic and genotypic characterization of fungal isolates were done using above tow methods. Six 
fungal genera including Aspergillus sp., Penicillium sp., Rhizopus sp., Mucor sp., Alternaria sp., Macrophomina sp. Of 
them Aspergillus sp. and Alternaria sp. are the most frequent members. It was found that the rate of germination 
of coastal zone seeds were more than the rate of germination of Indo-gangetic zones seeds. Whereas the fungal 
community of coastal areas were appeared more frequent and destructive than indo-gangetic region. The 
germination percentage of oil seeds of indo-gangetic areas appeared respectively 92% and 96% where the 
germination percentage of oil seeds of coastal region appeared respectively 64% and 72%, and the germination 
percentage of cereal crops of indo-gangetic areas (Pratiksha, Swarna, Khas, Minikit, Kalma) appeared respectively 
88%, 92%, 84%, 96%,  80%. Whereas the germination percentage of all those cereal crops (Protiksha, Swarna, Khas, 
Minikit, Kalma) of coastal region appeared respectively 60%, 68%, 56%, 72% and 52%. In the other hand the 
appearance of fungal community were more frequent of coastal areas than indo-gangetic region. The percentage of 
fungal growth of oil seed of indo-gangetic region (oil seeds) were respectively 35% and 20%. Whereas in coastal 
areas it was respectively 50% and 45%. The fungal growth of different cereal crops (Protiksha, Swarna, Khas, 
Minikit, Kalma) of indo-gangetic and coastal areas were respectively (20%, 18%, 25%, 15%, 28%) and (38%, 35%, 
40%, 30%, 44%). 
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ndia is one of the major cereal crops and oil seeds 

grower and importer. The diverse agro ecological 

conditions in the country are favorable for growing annual 

cereal crops and oil seeds. Ninety percent of food crops are 

propagated by seed. A most widely grown crops in 

agriculture zone (wheat, rice, maize, sesame, nut, mustard) 

are affected by various seed-borne diseases. A seed-borne 

pathogen present externally or internally or associated with 

the seed as contaminant may cause seed abortion, seed 

necrosis, reduction or elimination of germination capacity as 

I 
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well as seedling damage resulting in development of disease 

at later stages of seed growth (Fakhrunnisa et al. 2006). The 

literature on seed mycoflora of species was revealed and 

observed by several workers. Fungi including Aspergillus 

sp., Penicillium sp., Rhizopus sp.,Mucor sp., Alternaria sp., 

Macrophomina sp. have been found associated with the 

seeds of cereal crop and oil seeds. Among these, Alternaria 

sp. as well as Aspergillus sp. are known to be the most 

destructive pathogen of those seeds. Fungi are fundamental 

organisms in our ecological systems and will be found 

anywhere where the environment will support their growth, 

both on Indo-gangetic area and Coastal zone. However our 

understanding of fungal diversity particularly in marine 

environment (Digha, West Bengal) compared to Indo-

gangetic areas (Burdwan, Hooghly, Howrah). 

 

Mechanism of seed infection by fungi 

Fungal infection of seed borne pathogens may reach the 

ovule of the seed at any stage from the initiation of ovule 

formation to the mature seed. The fungal plant pathogens 

vary in their modes of multiplication and attack on the lost 

plant (Chernin and Chet 2002, Ping and Boland 2004, Wei 

et al. 1991, Zhang and Birch 1996) fungal propagules / 

spores germinate and the growing hyphae determine the 

entry of the pathogens in plant tissue including the fruit and 

seed. The ovule and the seed develop in the pistil which is 

enclosed by other floral appendages in the flower and seed. 

The position and structure of seed, including the physical 

environment during seed development, determines the 

successful seed infection. The physiological and 

biochemical factors inside the fruit and seed further control 

the establishment of successful infection. Fungi may be 

biotroph (obligate parasite) or necrotroph (saprophytic). 

Biotroph cause minimal damage to the host seed, have a 

narrow host range, while necrotrophs cause apparent 

damage to the host cell and have a wide host range. The 

fungi, depending upon the time of infection and 

environment condition cause superficial or deep infection. 

Biotrophs usually establish deeper into the tissues including 

embryo. Necrotroph which degrade tissues through their 

enzymatic activity, as they spread, are rarely transmitted to 

the embryo through the mother plant. The mechanism of 

infection of the ovule and seed is also dependent upon the 

nature of disease in the plant and the mechanism of 

transmission of infection into the seed (Van et al. 1998, 

Kushi and Khare 1978). 

  

Important seed borne disease of oil seeds and cereal crops 

Any infectious agent associated with the seed, having 

the potential of causing a disease of a seedling or a plant, is 

termed as seed borne pathogens. In this case seed may or 

may not exhibit disease symptoms. This term includes all 

plant pathogenic microorganisms (fungi, bacteria, 

nematode) and the viruses which are carried in, on or with 

the seed (Limonard 1968). 

 
Crop Disease Pathogens 

Wheat Loose smut Ustilago segetum var. tritici 

Black point 

Head blight 

Alternaria tritici 

Fusarium senitectum 

Rice Brown spot 

False smut 

Blast of rice 

Bipolaris oryzae 

Ustilaginoidea virens 

Pyricularia oryzae 

Maize Leaf blight 

Downy mildew 

Loose smut 

Bipolaris maydis 

Peronosclerospora maydis 

Ustilago zeae 

Groundnut Collor rot 

Seed rot 

Macrophomina phaseolina 

Aspergillus flavus & niger 

Mustard Downy mildew 

Pod spot 

Peronospora parasitica 

Alternaria drassicae 

Sesame Leaf blight 

Sesame blight 

Alternaria sesamicola 

Corynespora cassiicola 

 

MATERIALS AND METHODS 
Various microorganisms have been reported as 

causative agent of seed borne disease. Fungi and bacteria are 

most important pathogens among them. Scientists are able to 

discover methods to detect and identified. There are various 

techniques to detect the presence of pathogens associated 

with infection of seeds. Methods are described as follows: 

 

Collection of various oilseeds and cereal crops samples 

Seed samples of Indo-gangetic areas 

For studying mycoflora associated with oilseeds 

(sesame, mustard, nut) and cereal crops (wheat, rice, maize) 

were collected from various region of Indo-gangetic area 

(Burdwan, Hooghly, Howrah; West Bengal, India). 

 

Seed samples of coastal zone 

For studying mycoflora associated with oilseeds 

(sesame, mustard, nut) and cereal crops (wheat, rice, maize) 

were collected from coastal zone of the Digha, West Bengal. 

The collected seed samples were shade dried and stored in 

paper bags at room temperature for further studies. All the 

seed samples were examined by visual seed inspections and 

occurrence of seed mycoflora was analyzed by standard 

blotter method and agar plate method. 

 

Surface sterilization of seed 

Surface sterilization of the seed was done by one 

percent sodium hypochlorite for 30 seconds. The seeds were 

then washed with three changes of sterile water. 
 

Detection of seed mycoflora 

For isolation of seed mycoflora associated with oilseeds 

the two detection methods viz. Standard Blotter Method and 

Agar Plate Method (ISTA 1996) were employed. 

 

Standard blotter method 

Three pieces of filter paper (Lantos et al. 2002, Agarwal 

1976), were properly soaked in sterilized water and were 

placed at the bottom of a 9 cm well labelled plastic Petri 

dishes. Twenty (20) seeds per Petri dish were placed using a 

pair of forceps and making sure that seeds are placed 

equidistantly under aseptic conditions. The lids of each Petri 

dish were held in place with gummy cello tape. The Petri 
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dishes containing seeds were incubated at room temperature 

(25°± 2°C) for 7 days under alternating cycles of light and 

darkness of 12 hours each. 

 

  

Fig 1 Standard Blotter Method Fig 2 Agar plate method 

 

Agar plate method 

PDA was prepared and sterilized in an autoclave. In 

agar plate method (Barnet and Hunter 1999), 20 ml of potato 

dextrose agar was distributed to each of the sterile Petri 

plates under aseptic conditions. After cooling, crop seed 

samples were transferred (ISTA 2005) to the plate 

containing PDA medium. Twenty seeds per Petri plate were 

kept at equidistance in a circle and incubated at room 

temperature (25 ± 2 degree C) under 12 hours alternating 

cycles of light and darkness for 7 days and observed 

everyday for the growth of fungi (Warham 1990). The per 

cent seed mycoflora and percentage frequency of various 

fungal species were calculated. The incidence of fungi on 

seed performed under these methods were calculated as 

follows: 

Percent 

incidence = 

Number of infected seeds 
× 100 

Number of plated seeds 

 

Identification of seed mycoflora 

The identification of fungi was done based on the 

morphological and colony characteristic of the pathogens. 

Ten fungi were noticed on the oilseed samples and cereal 

crop seed samples collected from the different region of 

Indo-gangetic and coastal zone of West Bengal. Aspergillus 

niger, Aspergillus flavus often appeared in many samples 

along with species of Rhizopus sp., Fusarium sp. and Mucor 

sp. Alternaria sp. were found mostly in the seed samples. 

Spore morphology and colony characteristic are as under: 

 

Aspergillus niger 

Colony of Aspergillus niger on seed grows slowly, 

consisting of a compact to fairy loose white to faintly yellow 

basal mycelium, which bears abundant erect and initially 

crowed conidial structures. Conidial heads are typically 

large and black, compact at first, spherical or split into two 

or looser to reasonably well defined columns. Conidiophores 

are smooth, hyaline or faintly brownish near the apex. Two 

series conidia bearing the cells (supporting cells and 

phialides) are produced but in some heads only phialides are 

present. Conidia are typically spherical at maturity. Often 

very rough or spiny, mostly 4-5 µm diameter and very dark 

in colour or with conspicuous longitudinal striations. 

 

Aspergillus flavus  

Colony of Aspergillus flavus on seed is usually 

spreading and very light. Yellow to deep yellow-green, 

olive-brown. Conidiophores are swollen apically with 

numerous conidia bearing cells in long chains. 

Conidiophores are heavily walled, hyaline coarsely and 

rough end. They can be one or two series of conidia bearing 

cells (Phialides and supporting cells). Conidia are typically 

spherical to sub-spherical, conspicuously spiny, variably 3-6 

µm in diameter. 

 

  

Fig 3 Aspergillus sp. Fig 4 Mucor sp. 

 

Mucor sp. 

Colonies grow rapidly at the temperature of 25-30°C. It 

resembles cotton candy. From the front the colour is white 

initially and becomes greyish brown. Conidia are generally 

globose to ellipsoidal, yellowish brown and slightly rough- 

walled and are produced in sporangia that are developed 

around pin form columella. Mycelium are generally shiny, 

hyaline, greyish white to milky white. Conidiophore are Pin 

form columella and  are  found which bears the sporangia 

around it. 

 

Rhizopus sp. 

Colony of Rhizopus sp. on seed grows slowly, 

consisting of a compact to fairy loose pink mycelium, 

sporangiophores grow in cluster they are stout and stiff, the 

characteristic features is rhizoids present at the base of the 

sporangium, vegetative body is highly branched coenocytic 

in nature. The sporangium contain either one or both type of 

sporangiospore. 

 

  

Fig 5 Rhizopus sp. Fig 6 Penicillium sp. 
 

Penicillium sp. 

Penicillium spp. are commonly known as contaminants. 

The colonies of Penicillium sp. are rapid growing, flat, 

filamentous and velvety, woolly or cottony in structure. The 

colonies are initially white and become blue green, gray 

green, olive gray, yellow or pinkish in time. Colonies of 

Penicillium sp. are often dominated by copious clear to 
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yellow or brown exudates at the centres. Hyphae are septate, 

hyaline measuring 1.5 to 5 µm in diameter with simple or 

branched conidiophores. Metulae are secondary branches 

that form on conidiophores. The metulae carries the flasks 

shaped phialides. The organisation of the phialides and the 

conidiophores are very typical. They form brush like 

clusters, which are also referred as “penicilli”. The conidia 

(2.5–5 µm in diameter) are round, unicellular and visualized 

as unbranching chains at the tip of phialides. 

 

 

Fig 7 Macrophomina sp. 
 

Macrophomina sp. 

Conidia are aseptate, hyaline, ellipsoidal to obovoid. 

Pycnidia are larger than sclerotia, dark brown to black and 

scattered throughout the surface. Hyphae are thick, grey to 

brown to black or dull white to light brown. Produces a 

profuse aerial mycelium with pycnidia and sclerotia. 

Sclerotia are black, shiny, and irregular shaped. Pycnidia are 

larger than sclerotia, dark brown to black and scattered 

throughout the surface. 

 

RESULTS AND DISCUSSION 
The results of in-vitro studies conducted at the 

Department of microbiology; Rabindra Maha Vidyalaya; 

Champadanga; Hooghly,West Bengal, India during 2018. 

 

Germination percentage of oil seeds of Indo-gangetic and 

coastal areas under in-vitro condition 

The data obtained from (Table 1) indicated that the 

germination percentage of sesame (black) and nut were 

respectively 64% and 72%. 

 

Table 1 Germination percentage of different oil seeds of 

coastal area under in-vitro condition (Agar Plate Method) 

Oil seeds Germination percentage (%) 

Sesame (black) 64.00 

Nut 72.00 

 

Table 2 Germination percentage of different oil seeds of 

indo-gangetic area under in-vitro condition (Agar Plate 

Method) 

Oil seeds Germination percentage (%) 

Sesame (black) 92.00 

Nut 96.00 

The data obtained from (Table 2) indicated that the 

germination percentage of sesame (black) and nut were 

respectively 92% and 96%. 

 

 

Fig 8 Comparing germination rate different oil seeds between 
Indo-gangetic seed and coastal area seed 

 

Fungal growth of oil seeds of Indo-gangetic and coastal 

areas under in-vitro condition 

The data obtained from (Table 3) indicated that the 

fungal growth of sesame (black) and nut were respectively 

50% and 45%. 

 

Table 3 Fungal growth of different oil seeds of Indo-

gangetic area under in-vitro condition (Agar Plate Method) 

Oil seeds Fungal growth 

Sesame (black) 35.00 

Nut 20.00 

 

Table 4 Fungal growth of different oil seeds of coastal 

area under in-vitro condition (Agar Plate Method) 

Oil seeds Fungal growth 

Sesame (black) 50.00 

Nut 45.00 

 

The data obtained from (Table 4) indicated that the 

fungal growth of sesame (black) and nut were respectively 

35% and 20%. 

 

 

Fig 9 Comparing fungal growth of different oil seeds of Indo-
gangetic area and coastal area under in-vitro condition 

 

Table 5 Germination percentage of different cereal crop 

seeds of coastal area under in-vitro condition 

Cereal crop seeds Germination percentage 

Protiksha 60.00 

Swarna 68.00 

Khas 56.00 

Minikit 72.00 

Kalma 52.00 
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Germination percentage of cereal crops of Indo-gangetic 

and Coastal areas under in-vitro condition  

The data obtained from (Table 7) indicated that the 

germination percentage of Pratiksha, Swarna, Khash, 

Minikit, Kalma were respectively 60%, 68%, 56%, 72% and 

52%. 

 

Table 6 Germination percentage of different oil seeds of 

indo-gangetic area under in-vitro condition 

Cereal crop seeds Germination percentage 

Pratiksha 88.00 

Swarna 92.00 

Khas 84.00 

Minikit 96.00 

Kalma 80.00 

 

The data obtained from (Table 8) indicated that the 

germination percentage of Pratiksha, Swarna, Khash, 

Minikit, Kalma were respectively 88%, 92%, 84%, 96% and 

80%. 

 

 

Fig 10 Comparing germination percentage between cereal crop 
seeds of Indo-gangetic area and coastal area 

 

Fungal growth of cereal crops of Indo-gangetic and coastal 

areas under in-vitro condition 

Table 7 Fungal growth of different oil seeds of Coastal 

area under in-vitro condition 

Cereal crop seeds Fungal growth 

Pratiksha 38.00 

Swarna 35.00 

Khas 40.00 

Minikit 30.00 

Kalma 44.00 

 

Table 8 Fungal growth of different oil seeds of indo-

gangetic area under in-vitro condition 

Cereal crop seeds Fungal growth 

Pratiksha 20.00 

Swarna 18.00 

Khas 25.00 

Minikit 15.00 

Kalma 28.00 

 

 

Fig 11 Comparing fungal growth between cereal crop seeds of 
Indo-gangetic and coastal area 

 

The data obtained from (Table 10) indicated that the 

fungal growth of Pratiksha, Swarna, Khash, Minikit, Kalma 

were respectively 38%, 35%, 40%, 30% and 44%. 

 

The data obtained from (Table 11) indicated that the 

fungal growth of Pratiksha, Swarna, Khash, Minikit, Kalma 

were respectively 20%, 18%, 25%, 15% and 28%. 

 

Evaluation of plant extract under in-vitro condition 

Various plant extracts such as leaf extract of Neem, 

Tulsi, Bisalyakarani, Thankuni, Basak, Sajne, Bon tulsi, 

Garlic, Ginger, Datura, Nilgiri have been used for seed 

treatment of different varieties of oilseeds and cereal crops 

by soaking methods. Extract of botanicals has been applied 

at two concentrations, 500ppm and 1000 ppm made. Fresh 

plant materials are collected and washed first in tap water 

and then three times in distilled water. The botanical 

samples was chopped and then crushed in a surface 

sterilized mortar and pestle by adding 100 ml of sterile 

distilled water (1:1 w/v). The phyto- extracts are filtered 

with double layered muslin cloth and filtrate is used as stock 

solution. Seeds were dipped in plant extract for one hour and 

then kept in sterilized moist chamber of plastic petriplates 

for seven days incubation. Observation regarding seed 

germination and mycoflora associated with seed have been 

recorded in percentage. 

 

Evaluation of plant extract on basis of fungal growth of 

cereal crop seeds of Indo-gangetic areas under in-vitro 

condition 

 

Table 9 Evaluation of plant extract on basis of fungal growth of cereal crop seeds of Indo-gangetic areas 

Cereal 

crops 

Plant extracts 

Control Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 
500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

Pratiksha 75 80 90 96 50 60 35 46 85 96 40 47 40 44 45 50 40 48 81 89 30 

Swarna 70 74 89 94 55 63 45 50 88 94 50 56 32 40 50 59 50 57 50 60 29 

Khas 55 62 75 87 50 62 55 64 86 91 30 43 40 47 35 40 37 45 31 40 27 

Minikit 60 67 80 90 36 44 30 40 70 78 33 45 45 56 37 43 30 45 50 60 25 

Kalma 110 130 46 53 60 68 65 76 115 140 58 63 61 70 60 67 77 84 95 100 35 
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Table 10 Evaluation of plant extract on basis of fungal growth of cereal crop seeds of  coastal areas 

Cereal 

crops 

Plant extracts 

Control 
Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

Pratiksha 55 60 70 76 30 35 20 28 60 67 23 33 20 30 25 30 20 28 60 66 17 

Swarna 50 54 55 64 35 40 28 36 65 72 27 37 20 25 20 28 30 36 35 42 16 

Khas 35 43 57 62 30 33 37 42 55 61 18 22 24 30 25 32 20 26 20 26 12 

Minikit 39 45 40 50 20 27 19 26 50 55 27 33 30 35 28 37 20 28 30 34 15 

Kalma 65 75 37 44 40 45 35 39 40 48 70 76 36 42 49 55 40 47 70 75 20 

 

   

Fig 12 Evaluation of plant extract on the basis of fungal 
growth of different cereal crop seeds of indo-gangetic area 

under in-vitro condition : Agar Plate method 

 Fig 13 Evaluation of plant extract on the basis of fungal growth 
of different cereal crop seeds of coastal area under in-vitro 

condition :  Agar Plate method 

  

Table 11 Evaluation of plant extract on basis of fungal growth of oil seeds of  Indo-gangetic areas 

Cereal 

crops 

Plant extracts 

Control Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 
500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

500 
ppm 

1000 
ppm 

Sesame 

(black) 
75 85 96 100 76 86 24 30 45 50 37 42 65 70 70 75 86 90 40 50 27 

Nut 55 64 65 70 80 86 70 80 47 57 45 50 65 69 68 77 65 70 75 79 35 

 

   

Fig 14 Evaluation of plant extract on the basis of fungal 
growth of different oil seeds of Indo-gangetic area under in-

vitro condition : Agar plate method 

 Fig 15 Evaluation of plant extract on the basis of fungal growth 
of different oil seeds of coastal area under in-vitro condition :  

Agar Plate method 
 

This present work deals with the comparative study of 

fungal growth and germination percentage of different oil 

and cereal crop seed of coastal area and Indo-gangetic area. 

It was found that the rate of germination of indo-gangetic 

areas seeds were more than the rate of germination of 

Coastal zones seeds. Whereas the fungal community were 

appeared more frequently and distractive in Coastal region. 

Environmental factors are the most decisive factor for 
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growth of fungal species. In case of coastal area the 

temperature range is 25°-30° and the relative humidity is 50-

79%. All the environmental factors of coastal area were 

found more suitable for the growth of microflora than indo-

gangetic region. Wind speed and sunshine hours have a 

positive effect on the growth of microflora. The wind speed 

of coastal region range from 11-15 KpH, which were found 

most appropriate for faster multiplication and spread of the 

pathogen. All the meteorological factors were responsible 

for the development of the disease of coastal regions seeds 

and thus their germination percentages were decreases. 

Among 10 plant extracts of Bisalyakaruni, Neem, Basak and 

tulsi showed more efficient result than others. Whereas in 

case of coastal and indo-gangetic regions seeds. Thus these 

4 plant extracts can be used as biofertilizer and 

biostimulants to treat both indo-gangetic and coastal regions 

seed crops. Biostimulants are product that reduces the need 

for fertilizers and increase plant growth. The above 

mentioned information are very useful for the farmers 

involved in oil and cereal crop cultivation. They also can 

take their decision in time of sowing of crop and enhance 

their profitability by proper management of disease. Here 

more research work is required to detect, identify, isolate 

those bacterial and fungal pathogens. Institutions have to 

cooperate with researchers and scientists to carry on this 

type of research work. From present review we can identify 

and control seed-borne pathogenic fungi and still now 

science is unable to identify those pathogenic 

microorganisms like bacteria, virus etc. So more research 

work is needed to detect and control them. If we can detect 

them, then it will be easier to decrease infections caused by 

them.

 

Table 12 Evaluation of plant extract on basis of fungal growth of oil seeds of coastal areas 

Cereal 

crops 

Plant extracts 

Control Tulsi Bisalyakarani Neem Thankuni Basak Sajne Garlic Ginger Datura Nilgiri 
500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

500 

ppm 

1000 

ppm 

Sesame 

(black) 
60 69 80 85 63 75 20 24 35 40 27 32 55 60 55 65 70 75 28 35 17 

Nut 45 50 55 63 60 66 55 65 30 43 30 35 53 56 54 60 50 60 55 59 23 
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ABSTRACT 

The study was planned to investigate the efficiency of Plant extract  of  Moringa  oleifera against, Datura stramonium , Azadirachta indica and Corton 
bonplandianum  against some seed born fungi (Aspergillus   sp., Rhizopus sp., Fusarium sp., Alternaria sp., Cochleobolus sp., Rhizoctonia sp.) isolated 
from oil seed (Jhumi) using standard microbiological procedures and to investigate effectiveness of plant extract on seed  borne mycoflora by SEM study. 
The process well diffusion method is used to study the efficacy of Plant extract. The extracts were poured into the wells at different concentrations like 
50mg/ml, 100mg/ml, 200mg/ml and 400mg/ml. After incubation zones of inhibition was carried out by agar plate observed. As the concentrations of 
extracts increased the activity also increased and thus the zones of inhibition too increase. Hence Moringa oleifera, Datura stramonium, Azadirachta 
indica  and Corton bonplandianum can be used  against various seed born fungal disease. 

Keywords: Mycoflora, Seed treatment, Aspergillus sp., Rhizopus sp., Fusarium sp., Alternaria sp., Cochleobolus sp., Rhizoctonia sp., Antifungal activity 
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INTRODUCTION 

Oilseeds are raised in almost all the parts of the country. Interestingly, in 

some regions of the country, they are considered as important oil-seeds. 

Oilseeds are the source of oil-cake as well as vegetable oil. However, the 

export of oilseeds has been curtailed to meet the increasing demands of 

the country. The oilseed accounts for 13% of the Gross Cropped Area, 

3% of the Gross National Product and 10% value of all agricultural 

commodities. This sector has recorded annual growth rate of area, 

production and yield @ 2.44%, 5.47% and 2.96% respectively during 

last decade (1999-2009). During the last few years, the domestic 

consumption of edible oils has increased substantially and has touched 

the level of 18.90 million tonnes in 2011-12 and is likely to increase 

further. With per capita consumption of vegetable oils at the rate of 

16kg/year/person for a projected population of 1276 million, the total 

vegetable oils demand is likely to touch 20.4 million tonnes by 2017. 

This oil-seed is generally cultivated in light soils and are grown as a Rabi 

crop. It is grown in Gujarat and Andhra Pradesh. The oil extracted from 

these seeds is used in the manufacture of hydrogenated oil. India is of 

the biggest producers of this particular oil seed. Thus, it can be said that 

India is a huge producer of oil seeds and most of its states produce one 

form of oil seed or the other. Despite the rapid spread of the crop, a 

disheartening trend is that the productivity is going down in recent 

years. Several diseases are known to cause yield loss in the oilseed crops 

and many of these diseases are caused by seed borne mycoflora viz., 

Aspergillus niger, Rhizopus sp., Fusarium sp., Alternaria sp., 

Colletotrichum sp., Rhizoctonia sp. Among these, Alternaria sp., Aspergillus 

sp. has been considered as a potentially destructive on many oilseed 

crops in different countries. The loss in yield varies from 25- 60percent 

depending on the stage and the extent of infection [1]. Hence, it is 

imperative that the seeds must be tested before they are sown in the 

field. The uses and expectations of seed treatments with chemicals are 

greater today but due to the impact of environment regulations they 

have either banned or restricted the use of older chemicals like organo 

mercurial fungicides, because of their residual toxicity. Bio protectants 

applied to seeds may not only protect the seeds but also may colonize 

and protect roots and increase the plant growth. However, biological 

agents have tended to be somewhat less effective and more variable 

than chemical seed treatments. The study was planned to investigate the 

efficiency of Plant extract  of Moringa oleifera, Datura stramonium, 

Azadirachta indica and Corton bonplandianum against some seed born 

fungi (Aspergillus sp., Rhizopus sp., Fusarium sp., Alternaria sp., 

Cochleobolus sp., Rhizoctonia sp.) isolated from oil seed (Jhumi) using 

standard microbiological procedures and to investigate effectiveness of 

plant extract on seed borne mycoflora by SEM study.  

 Historical background of the pathogen:  

 Alternaria blight is a destructive disease of rapeseed-mustard 

throughout the world and appears each year in crop fields. The disease is 

caused by different species of Alternaria viz. A. brassicae (Berk) Sacc, A. 

brassicicola (Schw.), A. raphani Grows and Skolo and A.alternata (Fr) 

Keisskr. Among than A. brassicae is much more destructive and occurs 

more frequently than A. brassicicola on B. Juncea [2]. The literature on 

the disease is voluminous, however, in the present review, only those 

aspects which have a direct bearing on the investigation, have been 

included. The genus Alternaria was first described by Neesin 1817 with 

type species A. tenius; which was later renamed as A. alternata. Berkeley, 

noticed fungal infection on plant belonging to the family Brassicaceae 

and indentified the fungus as Macrosporium brassicae (Berk) which was 

later renamed as A. Brassicae (Berk) Sacc by Saccardo in 1886. In India, 

Altenaria blight was first observed on sarson from Tirhoot in 1901 but 

the fungus was thought to be new and described as Sporodochium 

brassicae. Later Mason, first observed the Alternaria species from 

aherbarium material of sarson from Pusa (Bihar) India.   
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 Mechanism of seed infection by fungi:  

 Fungal infection of seed borne pathogens may reach the ovule of the 

seed at any stage from the initiation of ovule formation to the mature 

seed. The fungal plant pathogens vary in their modes of multiplication 

and attack on the lost plant [3,4,5,6] fungal propagules / spores 

germinate and the growing hyphae determine the entry of the pathogens 

in plant tissue including the fruit and seed. The physiological and 

biochemical factors inside the fruit and seed further control the 

establishment of successful infection. The mechanism of transmission of 

infection into the seed [7, 8, 9, 10 ].  

 MATERIALS AND METHOD:  

Site of experiment:  

The experiments were carried out in the department of 

Biotechnology, NIT Durgapur, Burdwan, W.B, India.  

Collection of oil seed sample:  

For studying mycoflora associated with oil seed (variety-Jhumi) are 

collected from various region of oil seed grower. Mainly seeds are 

collected from different Indo-Gangatic areas (Burdwan, Hooghly, 

Howrah) of West Bengal. The collected seed samples are shade dried and 

stored in paper bags at room temperature for further studies.  

 

 

 

 

 

 Detection of seed Mycoflora:  

International Seed Testing Association (ISTA) techniques (1966, 

1973, and 1976) were used for the detection and isolation of 

seed-borne mycoflora of oil seed (Jhumi). The methods used for 

seed health testing were: Inspection of dry seeds or visual 

examination; Incubation method, rolled paper towel method, 

standard blotter method, Agar Plate method; Deep freeze 

method, pathogenicity test. Brief account of the methods 

employed during the course of the present investigation is given 

below.  

 Surface Sterilization of Seed:  

Surface sterilization of the seeds are done by one percent 

sodium hypochlorite for 30 seconds. The seeds are then washed 

with three changes of sterile water.  

  Standard blotter method:  

As per available literature reports three pieces of filter paper 

[11, 12] should be properly soaked in sterilized water and are 

placed at the bottom of a 9 cm well labelled plastic Petri dishes. 

Generally Twenty Five (25) seeds per Petri dish are placed 

using a pair of forceps and making sure that seeds are placed 

equidistantly under aseptic conditions. The lids of each Petri 

dish should be held in place with gummy cello tape. The Petri 

dishes containing seeds are incubated at room temperature 

(25o± 2oC) for 7 days under alternating cycles of light and 

darkness of 12 hours 

each.   

  

 

 

 

 

 

 

 Agar plate method:  

As described in the literature in the agar plate method [13] 20 

ml of potato dextrose agar are distributed to each of the sterile 

Petri plates under aseptic conditions. After cooling, crop seed 

samples are transferred [14] to 

the agar plate. Twenty Five seeds 

per Petri plate are to kept at 

equidistance in a circle and incubated at room temperature (25o 

± 2o C) under 12 hours alternating cycles of light and darkness 

for 7 days and has to be observed everyday for the growth of 

fungi [15].   
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Rolled towel method:                

 It is another process described by researchers to study the 

germinability of the seeds in the laboratory at room temperature 

(30o±2oC). A total of 200 seeds are recommended to be randomly taken 

from each variety and 50 seeds are placed between a pair of moist paper 

towels [16]. The towels are rolled and the ends are closed by robber 

band and covered by polyethylene paper to prevent drying. First 

observation is recommended to take after 5 days and final count has to 

be taken after 14 days of incubation period pertaining to (a) % 

germination, (b) non germinated seed (hard seed and rotten seed), (c) 

shoot length and, (d) root length. For determination of seed mycoflora 

the fungal growth on infected seed are taken with the needle and 

observed under compound microscope.[17].  

 Deep freeze method:  

This method is developed by scientists to detect slow growing 

pathogens. According to researchers three hundred seeds by moderately 

infected pathogens, are generally placed at the rate of 25 seeds per plate 

on moistened blotters in the way as described under Standard blotter 

method. The Petri plates are incubated at 20o± 2ºC for 24 h under 

alternate cycles of 12 h NUV light and darkness, for next 24 hours the 

plates are incubated at –20ºC in dark and then kept back under original 

conditions for next five days. After eight days of incubation, the seeds 

are examined under stereobinocular microscope [30]. The frequency of 

the fungus is calculated by the following formula: No. of seeds 

containing a particular fungus  

         

METHODOLOGY FOR MANAGEMENT STUDIES:  

 Evaluation of Seed Priming:  

Seed priming is a process to increase the germination rate of crops. 

Priming is one of the most important physiological methods which 

improves the seed performance and provides faster and synchronized 

germination. This technique helps in the germination rate by giving 

some biological and physiological advantage such as enzyme activation 

which help in rapid synthesis of nucleic acid and any other essential 

component of cell division. There are various methods of seed priming 

such as osmopriming, halopriming, hydropriming, hormonalpriming etc. 

Seed priming is a process where seeds are soaking in priming agents 

before its germination. Thus the germination rate of the seed will be 

increased.  

 Technique of 

seed priming  

Priming agent  

Halopriming  Solution of inorganic salts i.e. NaCl, KNO3 

CaCl2,  

CaSO4  

Osmopriming  Solutions of sugar, polyethylene glycol 

(PEG), glycerol, sorbitol, or mannitol  

Hormonalpriming  salicylic acid, ascorbate, kinetin  

Table no: 1 -List of Seed priming agent. 

 

EVALUATION OF PLANT EXTRACT:  

Four plant are used to study the evaluation of plant extract on seed 

borne mycoflora.Those are Neem, Datura, Sajne, and Bon Tulsi. Several 

concentration are made (400 mg/ml; 200mg/ml; 100mg/ml; and 

50mg/ml) to study the efficacy of plant extract.   

Solvents used for Plant extract:  

I. Hexane  

II. Ethyl acetate  

III. Benzene  

IV. Chloroform  
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Preparation of different plant extract:   

There are four types of plant extract prepared to evolution of 

plant extract are 1.Benzene extract 2.Hexane extract 

3.Chloroform extract 4.Ethyl acetate extract. 5gm of air-dried 

powder of leaves was mixed with 25ml of benzene in a conical 

flask and then kept on a rotary shaker for 10mints. Then they 

were bind with tissue paper and rubber band.  

Some holes were made so that air can pass through it and then 

take room temperature for 3-5 days for evaporate.  

Table no:2 -List of plant extract and recommended doses. 

Sl. 

No  

Common 

name  

Plant 

part 

used  

Half 

Recommended 

dose  

Recommended 

dose  

1  Bon Tulsi  Leaf  5%  10%  

2  Neem  Leaf  5%  10%  

3  Sajne  Leaf  5%  10%  

4  Datura  Leaf  5%  10%  

 

 Evaluation of Bio-agents :  

Three bio- agents i.e. Trichoderma viride (Parbham) and Pseudomonas 

fluorescens and Bacillus subtilis were used to control the seed borne 

mycoflora associated with the oilseed cultivars on PDA medium. Three 

species of seven days old cultures of Trichoderma viride (Parbham) and 

Pseudomonas fluorescens and Bacillus subtilis were used for seed 

treatment of oilseed cultivars. Every 5 and 10 gm. Trichoderma cultures 

were mixed with 100 gm (W/W) fine charcoal powder to increase total 

volume and adhesive vortex was added for better sticking with the 

oilseeds. The oilseed seeds were moist with sterilized distilled water and 

coated with Trichoderma viride (Parbham) and Pseudomonas fluorescens 

culture. Plating of oilseeds was done on agar plates. Observations 

regarding mycoflora associated with the seeds and seed germination per 

cent were recorded after seven days.  

 

Table no:3 List of Bio-agent and recommended doses. 

Sl 

No.  

Bio-agent  Half 

Recommended 

dose  

Recommended 

dose  

1  Trichoderma 

viride  

0.5%  1.0%  

2  Psudomonas 

fluorescens  

0.5%  1.0%  

3  Bacillus 

subtilis  

0.5%  1.0%  

 

 

Detection of effectiveness of plant extract on seed  borne mycoflora 

by SEM study:  

Fungi samples (1 × 1 cm), collected from seedlings, were pre‐fixed in 3% 

glutaraldehyde plus 2% paraformaldehyde in a 0·1 M sodium cacodylate 

(CAC) buffer (pH 7·2) for 2 h at room temperature and then stored at 

4°C until further processing. Samples were washed twice in the CAC 

buffer for 30 min and then postfixed in 0·1% w/v osmium tetroxide in 

the same buffer for 2–3 h at room temperature. After fixation, samples 

were washed (2 × 30 min) with distilled water and dehydrated with a 

graded ethanol series (20, 40, 60, 70, 80, 90, 95 and 99·5%) consisting of 

10 min steps for each ethanol concentration followed by a graded 

ethanol–acetone series with 30 min steps. Specimens were subsequently 

dried in a critical‐point drier (Agar Scientific Ltd) with liquid CO2 as the 

transition fluid, mounted on SEM stubs with double‐sided sticky tape 

and coated. Observations of plant and fungal structures were made 

using a ZEISS Sigma FE scanning electron microscope operated at  

15.00 kV and equipped with a camera for digital micrographs.  

 Statistical Analysis:  

Statistical values were analysed using SIGMAPLOT software (Version – 

14.0). The 'ANOVA test' were used to analysis of resulting data. The data 

represents as mean and standard deviation (SD) with Probability value 

(p).  

 RESULT:  

 Morphological Identification of different seed borne mycoflora 

associated with the oilseed samples by light microscopy:  

The identification of fungi was done based on spore morphology and 

colony character.Ten fungi were noticed on the oilseed samples 

collected from the different oilseed growing areas of Birbhum district, 

West Bengal. Aspergillus niger, Aspergillus flavus often appeared in many 

samples along with species of Rhizopus sp., Fusarium sp., Mucor sp. and 
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Alternaria sp. were found mostly. Spore morphology and colony 

characters are given below.  

Aspergillus sp.   

Colony of Aspergillus nigeron seed grows slowly, consisting of a compact 

to fairy loose white to faintly yellow basal mycelium, which bears 

abundant erect and initially crowed conidial structures. Conidial heads  

 

are typically large and black, compact at first, spherical or split into two  

or more loose to reasonably well defined columns. Conidiophores are 

smooth, hyaline or faintly brownish near the apex. Two series of conidia 

bearing the cells (supporting cells and phialides) are produced but in 

some heads only phialides are present. Conidia are typically spherical at 

maturity. Often very rough or spiny, mostly 4-5 µm diameter and very 

dark in colour or with conspicuous longitudinal striations.  

  

 

 

 

 

 

 

 

 

 

Fusarium sp.  

The fungus produces abundant loose, aerial white mycelium on 

incubated seed. In this mycelium several shiny, hyaline, transparent to 

milky white spherical droplets are seen hanging at the tip of long thin 

stalks. These stalks are primary conidiophores, which arise laterally 

from the hyphae in the aerial mycelium. Microconidia are hyaline, 1-2 

septate oval, ellipsoidal to sub- cylindrical and measure 5-20 x 2.8-7 µm. 

Macroconidia are hyaline, stout, measured 22-75 x 35- 7 µm, 

subcylindrical (or) slightly curved, with short  blunt and rounded apical 

cells and indistinctly pedicillate basal cells. They are glubose to 

subglubose, smooth (or) rough- walled and 6-11 µm in diameter (Kraft, 

1969, Ram Nath et al., 1970; Booth, 1971).  

 

 

 

 

 

 

  

 

 

 

 Rhizopus sp.  

Colonies are greyish white in colour. Mycellium are filamentous, 

branching. Three types of hyphae are found stolons, rhizoids and usually 

unbranching Sporangiophores. Sporangiophores are rounded and 

produce numerous nonmotile multinucleate spores for asexual 

reproduction. Sporangia are black in colour.  
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Alternaria sp.  

Colonies are usually gray, dark blackish brown and black. Mycelium all 

are immersed or partly superficial, hyphae colourless, olivaceous brown 

or brown. The conidiophores of the pathogen are pale brown, 

cylindrical, erect and not rigid and arise singly with a size of 34- 54 x 4- 

7 µm. Conidiophores produces conidia at the apex which are in chains of 

one or two. The conidia are straight or slightly curved, obclavate, 

yellowish brown to dark brown in colour and measures 30- 120- x 4-7 

µm. The conidia have 4- 12 transverse septa and 0- 6 longitudinal septa. 

The conidia have long beak which may be simple or branched and about 

24 to 220 x 2-4 µm in size (Ellis and Holiday, 1970).  

  

 

 

 

 

 

 

 

 

Rhizoctonia sp.  

The pathogen is not currently known to produce any asexual spores. 

Colonies are distinguishing right angles. Conidia are hyaline 

basidiospores are borne. Conidiophores forms club shaped basidia with 

four apical sterigmata on which oval.  

  

 

 

 

 

 

 

 

 

 

Cochleobolus sp.    

These fungi are able of showing different interaction with their host and 

different life style depending on their interaction. Shape various from 

small circular to oval. Colonies are oblong, chocolate coloured sports. 

Conidia are reddish brown to tan lesions and over time more greyish. 
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Fig No.-4 Evaluation of Hydro priming on the germination of Oil seed 

Seed priming plays an important role on the germination percentage of seeds. In Hydro priming it was shown that the germination percentage 

of mustard increased from 68% to 71% (Table no: 4)  

 Evaluation of Halo priming on the germination percentage of oil seed: 

Table no:-4 Effect of Halo priming on Mustard (Jhumi) 

Sl 

No.  

Name of 

Priming  

Salt   

Germination 

percentage before 

Priming.  

Germination 

percentage after 

Priming.  

Mustard (Jhumi)  Mustard (Jhumi)  

1.  NaCl  69  73  

2.  KNO3  65  68  

3.  CaCl2  68  73  

4.  CaSO4  63  68  

S.D   2.387  1.924  

Mean   65.130  72.130  

 

 

 

Fig No.-5 Evaluation of Halo priming on the germination percentage of oil seed 

In Halo priming it was shown that Nacl increased the germination 

percentage of mustard from 69% to 73%. KNO3 increased the 

germination percentage of mustard from 65% to 68%. Cacl2 increased 

the germination percentage of mustard from 68% to 73% and caso4 

increased the germination percentage of mustard from 63% to 68 %.( 

Table no: 5).   
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 Evaluation of Osmo priming on the germination percentage of oil seed:  

Table no:-5 Effect of Osmo priming on Rice (Khas) and Mustard (Jhumi) 

SL.  Name of 

Priming agent  

Germination 

percentage 

before Priming.  

Germination 

percentage after 

Priming.  

1.  Sugar  68  71  

2.  PEG ( Poly 

ethelene 

glycol)  

66  70  

3.  Glycerol  65  69  

4.  Sorbitol  69  73  

5.  Manitol  63  68  

 S.D  2.387  1.924  

 Mean  66.200  70.200  

 
 

Fig No.-6 Evaluation of Osmo priming on the germination percentage of oil seed 

In case of Osmo priming it was shown that Sugar increased the 

germination percentage of mustard from 68% to 71%. PEG increased 

the germination percentage of mustard from 66% to 70%. Glycerol 

increased the germination percentage of mustard from 65% to 69%. 

Sorbitol increased the germination percentage of mustard from 69% to 

73%. NaCl increased the germination percentage of rice mustard from 

63% to 68%. (table no:6)  

   

Evaluation of Hormonal priming on the germination percentage of oil seeds:  

Table no :-6 Effect of Hormonal priming on Mustard. 

SL. 

No.  

Name of 

Priming 

agent   

Germination 

percentage before 

Priming.  

Germination 

percentage after 

Priming.  

Mustard (Jhumi)  Mustard (Jhumi)  

1  Salicylic acid  64  73  

2  Ascorbic 

acid  

66  75  

3  Kinetin  68  76  
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S.D  2.000  1.528  

Mean  66.000  74.667  

 

 

Fig No.-7 Evaluation of Hormonal priming on the germination percentage of oil seeds 

In Hormonal priming Salicylic acid increased the germination percentage 

of mustard from 64% to 73%. Ascorbic acid increased the germination 

percentage of mustard from 66% to 75%. Kinetin increased the 

germination percentage of mustard from 68% to 76%.  

 Evaluation of Bio-agents on the basis of germination percentage of 

oil seeds:  

Three bio- agents i.e., Trichoderma viride and Pseudomonas fluorescens 

and Bacillus subtilis were used as seed treating agents to assess their 

efficacy on seed germination. Soaking method which was described 

under materials methods was followed for the experiment. Data 

pertaining to the various parameters are presented in Table no (7) The 

results revealed the positive effects of most of the bio- agents against the 

infection of seed mycoflora which reduced the infection percentage 

considerably and enhanced the germination percentage of different 

seeds of oilseed crops. All the treatments differ significantly over control. 

Trichoderma viride showed good for all the seeds of oilseeds with the 

germination percent increasing 68%(before treatment) to 79%(after 

treatment) Followed by Pseudomonas fluorescens 65%(before treatment) 

to 70% (after treatment)and Bacillus subtilis 65% (before treatment) to 

69% (after treatment).  

 

 

Table No:7  Evaluation of Bio-agent (Trichoderma viridae, Pseudomonas fluorescens, Bacillus subtilis) on oil seed (Jhumi). 

  SL 

No.  

Bio-Agent  Germination 

percentage 

before 

treatment  

Germination 

percentage after 

treatment  

1.  Trichoderma 

viridae  

68  79  

2.  Pseudomonas 

fluorescens  

65  70  

3.  Bacillus subtilis  65  69  

SD   1.732  5.508  

Mean   66.000  72.667  
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Fig no:8  Evaluation of Bio-agent (Trichoderma viridae, Pseudomonas fluorescens, Bacillus subtilis) on oil seed (Jhumi). 

 

 

Evaluation of plant extracts on the basis of germination percentage 

of oil seed (Standard Blotter Method and Agar Plate method):  

Four plants extracts viz. leaf extract of Ban Tulsi, Neem, Datura and Sajne 

were used as seed treating agents to assess their effect on seed 

germination. Soaking method which was described under materials 

methods was followed for the experiment. Data pertaining to the various 

parameters are presented in Table no (9) and Fig. no (9). All the 

treatments differ significantly over control.  However, the extract of Tulsi 

showed 72% (500ppm), and 76% (1000ppm) germination percentage 

against the seed mycoflora. The Datura leaf extract showed maximum 

germination on Jhumi 96% (1000ppm) followed by Sajne 84% 

(1000ppm)and Neem 80% (1000ppm).  

 

Table No –8 Evaluation of plant extracts on the basis of germination percentage of different oil seeds under in-vitro condition 

(Standard Blotter method 

  

Sl.  

No.  

  

Oil 

Seeds  

 Plant Extracts     

Control  
TULSI  NEEM  SAJNE  DATURA  

500 

ppm  

1000 

ppm  

500 

ppm  

1000 

ppm  

500 

ppm  

1000 

ppm  

500 

ppm  

1000 

ppm  

1.  Jhumi 

(large)  

72.00  76.00  72.00  80.00  80.00  84.00  92.00  96.00  52.00  

  

54.00  

  

 SD  11.588  12.362  11.588  12.362  11.588  12.362  11.588  12.362  11.588  12.362  

 Mean  73.600  78.000  73.600  78.000  73.600  78.000  73.600  78.000  73.600  78.000  

 

 

Evaluation of plant extracts on the basis of germination percentage of different oil seeds  under in-vitro condition (Standard Blotter 
method) 

 
 Tulsi Neem Sajne Datura Control 

FIG NO:9 Evolution of plant extracts on the basis of germination percentage of different oil seeds under in-vitro condition ( standard Blotter 

method) 
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Table No – 9 Evaluation of plant extracts on the basis of germination percentage of Oil seed under invitro condition (Agar pate 

method)  

 

 

 

Tulsi          Neem             Sajne       Datura    Control 

 

  

FIG NO:10 -Evolution of plant extracts on the basis of germination percentage of different oil seeds under invitro condition (Agar plate 

method) 

Evaluation of plant extracts on the basis of inhibition of fungal 

growth of different oilseeds under invitro condition: (Standard 

Blotter method and Agar plate method:  

Four plant extracts viz. leaf extract of Ban Tulsi, Neem, Datura, Sajne 

were used as seed treating agents to assess their effect on seed 

germination. Soaking method which was described under materials 

methods was followed for the experiment. Data pertaining to the various 

parameters are presented in Table no. (11) and Fig no. (11). All the 

treatments differ significantly over control. The Datura leaf extract 

showed maximum inhibition of seed mycoflora on Jhumi 67% (500ppm) 

followed by Bon Tulsi 62% (500ppm) and Sajne 59% (500ppm).  
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Table No. 10 – Evaluation of plant extracts on the basis of fungal growth inhibition of Oil seed under invitro condition (Agar plate 

method) 

  

Sl.  

No.  

  

Oil 

Seeds  

 Plant Extracts     

Control  
BONTULSI  

(Croton 
bonplandianum)  

NEEM  

(Azadirachta 
indica)  

SAJNE  

(Moringa 
oleifera)  

DATURA  

(Datura  

Stramonium)  

500 
ppm  

1000 
ppm  

500 
ppm  

1000 
ppm  

500 
ppm  

1000 
ppm  

500 
ppm  

1000 
ppm  

1.  Jhumi 
(large)  

62.00  56.00  54.00  49.00  59.0 

0  

53.00  67.00  65.00  95.0 

0  

94.0 

0  

 SD  16.134  18.091  16.13 

4  

18.091  16.1 

34  

18.09 

1  

16.13 

4  

18.091  16.1 

34  

18.0 

91  

 Mean  67.400  63.400  67.40 

0  

63.400  67.4 

00  

63.40 

0  

67.40 

0  

63.400  67.4 

00  

63.4 

00  

  

 

Evaluation of plant extracts on the basis of fungal growth inhibition of Oil seed  under invitro condition (Agar plate method) 

 

Tulsi     Neem                 Sajne    Datura        Control 

The differences in the mean values among the treatment groups are not great enough to exclude the possibility that the difference is due to 

random sampling variability; there is not a statistically significant difference  (P = 0.722). 

  

Fig No:11- Evaluation of plant extracts on the basis of fungal growth inhibition of Oil seed under in-vitro condition (Agar plate method) 

 

Table No.-11 Evaluation of plant extracts on the basis of fungal growth inhibition of Oil seed under invitro condition (Standard Blotter 

method) 

  

Sl.  

No.  

  

Oil 

Seeds  

 Plant Extracts     

Control  
BONTULSI  

(Croton 

bonplandianum)  

NEEM  

(Azadirachta 

indica)  

SAJNE  

(Moringa 

oleifera)  

DATURA  

(Datura  

Stramonium)  

500 

ppm  

1000 

ppm  

500 

ppm  

1000 

ppm  

500 

ppm  

1000 

ppm  

500 

ppm  

1000 

ppm  

1.  Jhumi 

(large)  

85.00  79.00  83.00  79.00  87.0 

0  

81.00  95.00  88.00  110. 

00  

100. 

00  

 SD  11.045  08.961  11.04 

5  

08.961  11.0 

45  

08.96 

1  

11.04 

5  

08.961  11.0 

45  

08.9 

61  

 Mean  92.000  85.400  92.00 

0  

85.400  92.0 

00  

85.40 

0  

92.00 

0  

85.400  92.0 

00  

85.4 

00  

  

 

Evaluation of plant extracts on the basis of fungal growth inhibition of Oil seed  under in-vitro condition (Standard Blotter method) 
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Tulsi          Neem           Sajne     Datura      Control 
Fig No:12 – Evaluation of plant extracts on the basis of fungal growth inhibition of Oil seed under in-vitro condition (Standard Blotter 

method) 

 The differences in the mean values among the treatment groups are not 

great enough to exclude  the possibility that the difference is due to 

random sampling variability;  there is not a statistically significant 

difference  (P = 0.330). 

 Detection of level of effectiveness of plant extract on seed  bone 

mycoflora by SEM study:  

The seed borne fungi, Rhizopus sp., Aspergullis sp., Fusarium sp., 

Cochliobolus sp., Alternaria sp. and Rhizoctonia sp. growing over the seed 

of Rice and Mustard were observed under Light microscope. Then the 

microscopically identified samples of each plate was marked, thereafter 

treatment via plant extracts  it supplied for SEM identification The 

Scanning Electron Microscopy showed different rapture stages of these 

fungi.. The result of each plate is below-  

 
  

Figure-13 : Effect of Ethyl acetate extract of Moringa oleifera and the raptureness occurred in those seed borne fungi (Rhizopus sp. 

{1A}, Aspergullis sp. {1B}, Fusarium sp. {1C}, Cochliobolus sp. {1D}, Alternaria sp. {1E} and Rhizoctonia sp. {1F}) respectively.  
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Figure-14 : Effect of Ethyl acetate extract of Croton bonplandianum and the raptureness occurred in those seed borne fungi (Rhizopus 

sp. {2A}, Aspergullis sp. {2B}, Fusarium sp. {2C}, Cochliobolus sp. {2D}, Alternaria sp. {2E} and Rhizoctonia sp. {2F}) respectively.  

 

 Figure-15 : Effect of Ethyl acetate extract of Datura stramonium and the raptureness occurred in those seed borne fungi (Rhizopus sp.{3A}, 

Aspergullis sp.{3B}, Fusarium sp.{3C}, Cochliobolus sp.{3D}, Alternaria sp.{3E} and Rhizoctonia sp.{3F}) respectively.  
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Figure-16 : Effect of Ethyl acetate extract of Azadirachta indica and the raptureness occurred in those seed borne fungi (Rhizopus 

sp.{4A}, Aspergullis sp.{4B}, Fusarium sp.{4C}, Cochliobolus sp.{4D}, Alternaria sp.{4E} and Rhizoctonia sp.{4F}) respectively.  

  

 
 

 

DISCUSSION AND CONCLUSION:  

The findings pertaining to the investigations carried out on detection 

and identification of seed mycoflora of mustard isolation of 

predominant mycoflora i.e. Aspergillus   sp., Rhizopus sp., Fusarium sp., 

Cochleobolus sp., Rhizoctonia sp. and Alternaria sp.,  in- vitro  evaluation 

of botanicals, biocontrol agents and chemical on the basis of 

germination and infection percentage are summarized as below. 

Occurrence of Aspergillus sp., Alternaria sp. was found predominant. The 

mycofloral species viz. Rhizopus sp., Fusarium sp., Aspergillus sp., 

Alternaria sp. were found associated with all the tested genotypes while 

species of Cochleobolus sp., Rhizoctonia sp. were not detected in some of 

the genotypes. Among the methods adopted for detection of seed 

mycoflora, agar plate method proved to be better than the other 

methods as the number of colonies of the seed mycoflora were more in 

agar plate method. Four plants extracts viz. leaf extract of Ban Tulsi, 

Neem, Datura, Sajne were used as seed treating agents to assess their 

effect on seed germination. Four botanical formulations evaluated 

against the seed borne mycoflora associated with the oilseed by soaking 

method. Leaf extract of Tulsi and Neem showed maximum inhibition of 

mycoflora infestation followed by leaf extract of datura and whereas leaf 

extract of Sajne showed poor result of inhibition against the seed borne 

mycoflora. In Agar plate method of Mustard the data revealed the 

positive effects of most of the plant extracts against the infection of seed 

mycoflora which reduced the infection percentage considerably and 

enhanced the germination percentage of different seeds of oilseed crops. 

However, the   extract of Tulsi showed 40% (500ppm), and 48% 

(1000ppm) germination percentage against the seed mycoflora.  The 

Datura leaf extract showed maximum germination on Jhumi 56% 

(1000ppm) followed by Tulsi 48% (1000ppm) and Neem 40% 

(1000ppm). The Datura leaf extract showed maximum inhibition of seed 

mycoflora on Jhumi 67% (500ppm) followed by Bon Tulsi 62% 

(500ppm) and Sajne 59% (500ppm). Among the three bio- agents tested 

for their efficacy against the pathogens by soaking method, maximum 

percentage of seed germination with less infection was noticed in 

Trichoderma viride, which was found on par with Pseudomonas 

fluorescens. Among the four priming agent viz. Hydro priming, 

Halopriming, Osmopriming and Hormonal priming, the Hormonal 

priming showed maximum germination percentage. In Hormonal 

priming Salicylic acid increased the germination percentage of mustard 

from 64% to 73%.Ascorbic acid increased the germination percentage of 

mustard from 66% to 75%. Kinetin increased the germination 

percentage of mustard from 68% to 76%.  

 FUTURE ASPECT:  

Microbial contamination of seed become in a growing concerned of the 

farmers as it affect directly and indirectly with germination percentage 

viability of the seed heath and vigour and also on nutritional property. It 

is quite obvious that considerable amount of seeds destroyed or rotted 

every year due to the infection of various mycoflora the quantum of 

losses is under great threat owing to the fluctuating environmental 

condition which contributing tremendously towards the multiplication 

and development of seeds mycoflora is considerable amount of research 

have been done on the aspect of seed pathology which include 

identification of seed borne mycoflora, interaction between post 

pathogens, seed resistance , seed priming use of different indigenous 

and technological knowhow to Combat seed infection. But till today 

there is a considerable gap between the proper identification and 

managements of seed mycoflora under diverse eco-system best on the 

present research work some emphasis has to be given further on the 

following aspect-Bio pesticides i.e. botanicals, bio-organism, medicinal 

plane extract, having an anti microbial property must best utilize in a 

broad manner. For increase the detection efficacy, alternation in 

detection methods to be done at regular intervals on all the oilseed 

crops. For effective detection of bacterial species, special methods need 

to be developed. Efficacy of various type of indigenous methods to 

control the seed borne mycoflora associated with the can be practised. 

Relation with epidemiological factors.  
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ABSTRACT 
The study aimed to isolate and determine seed-borne fungi associated with Cereal crop- Rice .The 
seeds sample were procured from Burdwan, W.B, India. The seed sample was hold on in artifact 
bag. Total 5 used to were wont to identification of seed borne fungi. The four flora genera, Rhizopus, 
Fusarium, Alternaria, Rhizoctonia, Cochlioboplus was found to be conspicuously related to totally 
different seeds of rice. Among them the share of incidence of Rhizopus sp. is predominently high all 
methods, used in isolation. The 18S rRNA sequence based molecuar methodology performed for 
phylogenetically determine the foremost pathogenic Rhizopus oryzae. Histopathology of apparently 
in infected seeds confined to plant structure fragments by Rhizopus oryzae in episperm and 
reproductive structure, embryonic region of Rice. 
 

Keywords: Seed infectivity; seed borne mycoflora; Rhizopus oryzae; phylogenetic identification; 
histopathological study. 

 

INTRODUCTION 
 
India is one in every of the key oilseeds granger 
and bourgeois of edible oils. India’s oil economy 
is world’s fourth largest when USA, China & 
Brazil. the various agro-ecological conditions 
within the country are favorable for growing 
annual seed crops. Oilseeds cultivation is 
undertaken across the country in concerning 
twenty seven million hectares principally on 
marginal lands, of that seventy two is confined to 
rainfed farming. The area of science coping with 
the interactive relationship between seed and 
unwellness inflicting agents is Seed Pathology. it's 
conjointly thought-about because the second most 
vital cereal within the world, that provides 
concerning ninety five you look after food needs 
of the planet population [1,2]. Created in roughly 
one hundred ten countries, together with in 

variable degrees, it doesn't solely establish the 
cause however conjointly includes the role of the 
seed as supply of inoculant, the survival of the 
infective agent and also the actions taken to 
regulate the diseases related to seed. Seed 
mycoflora play a significant role in crucial the 
quality and longevity of seed. Contaminated seeds 
can usually finish in poor germination and poor 
spermatophyte vigor, resulting in academic degree 
un-healthy crop. Field flora related to seeds causes 
deterioration of seed quality, have an effect on 
viability and reduces germination [3]. Frequent 
and serious rain and floods significantly close to 
harvest within the completely different parts of the 
country wet the crop and build panicles additional 
prone invasion by plant life species [4]. Fungi are 
a serious reason for reduction within the quality of 
rice because of high wetness and temperature 
conditions before its harvest. India stands initial in 



Ghosh et al. 

 
1409 

rice space and second in production within which 
virtually tripled from thirty. 4 million tons in 
2001-02. Seed is thought to be the first basis of 
crop production and is one in every of the 
foremost necessary on the market input factors for 
acres farmers [5]. Species of Alternaria, 
Aspergillus, Ceratobasidium, Cercospora, 
Cochliobolus, Curvularia, Dreschslera, Fusarium, 
Gaeumannomyces, Microdochium, Penicillium, 
Pyricularia, Pythium, Rhizoctonia, Rhizopus, 
Sclerophthora, Trichoderma and Tricoconella are 
commonest associates in paddy everywhere the 
planet inflicting pre and post-infections and wide 
quality losses viz., seed abortion, seed rot, seed 
sphacelus, reduction or elimination of germination 
capability, seed plant injury and their alimental 
price are according Miller, and Kavitha et al. 
[6,7]. The fungi the embryos reproductive 
structure and seed coats of the Kernels [8]. The C. 
lunata is one in every of the key grain mould of 
sorghum, the flora causes black discoloration of 
seed, degradation of reproductive structure and 
infect the embryo. Histopathologically sorghum 
seed consist and natural covering testa, 
reproductive structure and embryo [9,10,11]. This 
studies were conducted to determine the 
infectivity of seed borne fungi and their seed 
transmission in seed of rice (Variety- Khas). 
 

MATERIALS AND METHODS 
 

Site of Experiments 
 

The experiments were carried out in the 
department of Biotechnology, National Institute of 
Technology (NIT), Burdwan, W.B, India. 
 

Collection of Seed Samples 
 

For study Rice seeds (Khas) were collected from 
Burdwan, W.B, India. 
 

Methods used for Isolation of Mycoflora Using 
ISTA Technique 
 

Surface Sterilization of Seed: Surface 
sterilization of the seed are done by one percent 
sodium hypochlorite for 30 seconds. The seeds are 
then washed with three changes of sterile water.   
 

Standard blotter method: As per available 
literature reports three pieces of filter paper should 
be properly soaked in sterilized water and are  

placed at the bottom of a 9 cm well labeled plastic 
Petri dishes. Generally Twenty Five (25) seeds per 
Petri dish are placed using a pair of forceps and 
making sure that seeds are placed equidistantly 
under aseptic conditions. The lids of each Petri 
dish should be held in place with gummy cello 
tape. The Petri dishes containing seeds are 
incubated at room temperature (25°± 2°C) for 7 
days under alternating cycles of light and darkness 
of 12 hours each.  
 
Agar plate method: As described in the literature 
in the agar plate method 20 ml of potato dextrose 
agar are distributed to each of the sterile Petri 
plates under aseptic conditions. After cooling, 
crop seed samples are transferred to the agar plate. 
Twenty Five seeds per Petri plate are to kept at 
equidistance in a circle and incubated at room 
temperature (25°±2°C) under 12 hours alternating 
cycles of light and darkness for 7 days and has to 
be observed everyday for the growth of fungi.  
 

The percent seed mycoflora and percentage 
frequency of various fungal species should be 
calculated.  
  

Rolled towel method: It is another process 
described by researchers to study the germ 
inability of the seeds in the laboratory at room 
temperature (30°±2°C). A total of 200 seeds are 
recommended to be randomly taken from each 
variety and 50 seeds are placed between a pair of 
moist paper towels. Generally four replications are 
used by researchers for each variety. The towels 
are rolled and the ends are closed by robber band 
and covered by polyethylene paper to prevent 
drying. First observation is recommended to take 
after 5 days and final count has to be taken after 
14 days of incubation period pertaining to (a) % 
germination, (b) non germinated seed (hard seed 
and rotten seed), (c) shoot length and, (d) root 
length. For determination of seed mycoflora the 
fungal growth on infected seed are taken with the 
needle and observed under compound microscope. 
For determinations of seedling vigor ten seedlings 
(normal/abnormal) are randomly selected from 
each paper and their individual shoot and root 
length is measured. 
 

Deep freeze method: This method is developed 
by scientists to detect slow growing pathogens. 
According to researchers three hundred seeds by 
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moderately infected pathogens, are generally 
placed at the rate of 25 seeds per plate on 
moistened blotters in the way as described under 
Standard blotter method. The Petri plates are 
incubated at 20°± 2°C for 24 h under alternate 
cycles of 12 h NUV light and darkness, for next 
24 hours the plates are incubated at –20°C in dark 
and then kept back under original conditions for 
next five days. After eight days of incubation, the 
seeds are examined under stereo binocular 
microscope. For the surface sterilization the seed 
in all methods are recommended to sterilize by 
0.1% mercuric chloride solution to 1 to 2 min then 
has to be to behed by sterilized water. 
 

The frequency of the fungus is calculated by the 
following formula: 
 

{(No. of seeds containing a particular fungus/ 
Total seeds used) × 100} 
      

NaOH Seed Soak Method: Rice seeds were 
collected from central Agriculture Research Farm 
of O.U.A.T. Each sample was replicated twice 
(1000 seeds each). The bunt incidence was 
determined by sodium hydroxide method 
(Agarwal and Shrivastava 1981). Rice seeds of 
each variety were soaked separately in a plastic 
Petri dish containing 250 ml of 0.2% sodium 
hydroxide solution (2 g NaOH/1000 ml of water) 
for 24 hr at 20-30°C. The solution was decanted 
after 24 hours of incubation and the seeds were 
thoroughly washed in tap water then spread over 
blotter paper so that excess water on the surface of 
seeds was absorbed. Then the seeds were 
examined visually and under stereo binacular 
microscope. The seeds which exhibited shiny jet 
black, were separated and then ruptured in a drop 
of water by puncturing with needle. The punctured 
seeds were observed visually for the release of 
stream of fungal spores. The numbers of seeds 
which released stream of fungal spores were 
counted as infected seeds and the result was 
recorded in percentage. 
 

Methods Used to Identify Seed Borne 
Mycoflora 
 

Preliminary Identification of seed borne 
mycoflora: The identification of fungi was done 
based on the morphological and colony characters 
of the pathogens. Various staining methods such 

as Gram staining, simple staining, lactophenol 
cotton blue staining was done to identify the 
mycoflora associated with different seed. 
 
Identification by 18S rRNA gene based 
molecular method: 18s rRNA /ITS gene 
sequencing and Phylogenetic tree analysis 
methods are commonly used for molecular 
identification of Eukaryotes. It helps in 
classification and quantitation of microbes within 
complex biological mixture such as environmental 
samples. These genes have very high degree of 
variation even between closely related species. 
The experimental methods carried out by 
following steps- 
 

1. DNA was isolated from the culture 
provided by the scientist. Its quality was 
evaluated on 1.0% Agarose Gel, a single 
band of high-molecular weight DNA has 
been observed.  

2. Fragment of ITS region was amplified by 
PCR. A single discrete PCR amplicon band 
of ~700 bp was observed when resolved on 
agarose  

3. The PCR amplicon was purified to remove 
contaminants.  

4. Forward and reverse DNA sequencing 
reaction of PCR amplicon was carried out 
with ITS1 and ITS4 primers using BDT 
v3.1 Cycle sequencing kit on ABI 3730xl 
Genetic Analyzer.  

5. Consensus sequence of the PCR amplicon 
was generated from forward and reverse 
sequence data using aligner software.  

6. The ITS region sequence was used to carry 
out BLAST with the database of NCBI 
Genbank. Based on maximum identity 
score first ten sequences were selected and 
aligned using multiple alignment software 
program Clustal W. Distance matrix was 
generated and the phylogenetic tree was 
constructed using MEGA 7. 

 

Detection of Infectivity on Infected Seed by 
Histopathological Study 
 

Fifty seeds of Jhumi, Khas from infected seed lot 
having characteristics symptoms of seed borne 
fungi were boiled in distilled water for 30 min at 
60°C. Later, seeds were soaked in 70% ethanol for 
48 hours. The seed become soft and was ready to 
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give a cut. Seed of Jhumi and Khas were cut 
transversely into two pieces at the center of seed 
to ensure better dehydration, infiltration and 
embedding. The fixed seeds were dehydrated 
through acetone I, II, III, IV series for 40 minutes 
per treatment and benzene I, II for 20 
min/treatment and infiltrated using paraffin wax at 
52°C for 2 hours. The solid paraffin wax was 
liquidified and poured in the blocks, cut seeds 
were placed at the centre of per block, so that the 
seeds were embedded in the solid wax and the 
blocks were cooled overnight. Next day, blocks 
were cut into squares. The blocks were used for 
serial microtome sections of 7-15 µm thickness by 
using hand rotary microtome. The ribbon of 
sections were uplifted, kept floating in water bath 
having 40°C temperature to deparaffinise the wax 
and the sections were lifted on the slides. The 
slides were heated on spirit lamp to make ready 
for staining and mounted in DPX. 
 

RESULTS AND DISCUSSION 
 

Isolation and Percentage of Incidence of 
Different Mycoflora Associated with Cereal 
Crop (Rice-Khas) 
 

Seeds which were collected were tested with five 
different methods. Those were Standard blotter 
method Agar plate method, Rolled Towel method, 
Deep Freeze method and NaOH seed soak 
method. The data obtained in Table 1 and Fig. 1. 
 

The data are indicate the association of four fungal 
species viz., Rhizopus sp., Alternaria sp., 
Fusarium sp., Cochliobolus sp., Rhozoctonia sp., 
Macrophomina sp., Mucor sp. and Aspergillus sp. 
Out of these whole of all methods  Rhizopus sp. 
was found predominant with association of 
Alternaria sp., Fusarium sp., Cochliobolus sp., 

Rhozoctonia sp. respectively that  indicates the 
association of those four fungal species are 
predominantly present with the seed samples ,and 
the other fungi enlisted from review of literature is 
absent as those fungi seems like to normal 
mycoflora. The total infection percentage varied 
from approx 40.00 to 50.00%. 
 

Identification of Different Seed Borne 
Mycoflora Associated with the and Cereal 
Crop: 
 

Morphological Identification by light 
microscopy: The seed samples were tested 
initially by Different methods as described in 
materials and methods and the results are 
presented in Table 2 and Fig. 2. Totally Five fungi 
including both saprophytic as well as pathogenic 
were encountered. The fungi recorded in these 
five methods were Aspergillus sp, Rhizopus sp., 
Fusarium sp., Alternaria sp., Cochleobolus sp., 
Rhizoctonia sp., Macrophomina sp. and Mucor sp. 
The identification of fungi was done based on the 
morphological and colony characters of the 
pathogens. Rhizopus sp. often appeared with many 
samples along with Rhizopus sp., Fusarium sp. 
Cochleobolus sp., Rhizoctonia sp. and Alternaria 
sp. Spore morphology and colony characters of 
mycoflora are given Table 2. 
 

Identification by 18S rRNA Gene Based 
Molecular Method 
 

Identification of Rhizopus sp. using: As the 
percentage of incidence of Rhizopus sp. is 
dominantly high in each Standard Blotter and 
Agar Plate method, so, we identified this fungi up 
to species level by 18s rRNA sequencing and 
Phylogenetic tree analysis technique. Here the 
results screening below. 

 

Table  1. Percentage of incidence of mycoflora in different methods 
 

Mycoflora Percentage of incidence of mycoflora in different methods 
Standard blotter 

method 
Agar plate 

method 
Rolled towel 

method 
Deep freeze 

method 
NaOH seed 

soak method 
Rhizopus sp. 10.12 15.00 10.00 10.00 10.00 

Alternaria sp. 10.00 10.00 10.00 10.00 5.00 
Fusarium sp. 10.00 10.00 5.00 10.00 5.00 

Conchliobolus sp. 05.00 10.00 10.00 5.00 5.00 
Rhizoctonia sp. 05.00 05.00 5.00 5.00 5.00 

Macrophomina sp. 0.00 0.00 0.00 0.00 0.00 
Mucor sp. 0.00 0.00 0.00 0.00 0.00 

Aspergillus sp. 0.00 0.00 0.00 0.00 0.00 
Total Percentage 40.12% 50.00 % 40.00% 40% 30% 



Fig. 1. 1A indicates the percentage (%) of incidence of mycoflora in standard blotter method, 1B indicates the percentage (%)
of mycoflora in agar plate method, 1C indicates the Percentage (%) of incidence of mycoflora in rolled towel method, 1D indicates the 
percentage (%) of incidence of mycoflora in deep freeze method, 1E indicates the percentage (%) of incidence of mycoflora in 
soak method 
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Table 2. Spore morphology and colony characters of seed borne mycoflora 
 

Mycoflora Colony Mycelium Conidiophore Conidia 
Rhizopus sp. Colonies are greyish 

white in colour 
Filamentous, branching. Three types of hyphae are 

found stolons, rhizoids and usually unbranching 
Sporangiophores 

Sporangiophores are rounded and 
produce numerous nonmotile 

multinucleate spores for asexual 
reproduction 

Sporangia are black in colour. 

Alternaria 
sp. 

Usually gray, dark 
blackish brown and 

black. 

Immersed or partly superficial, hyphae colourless, 
olivaceous brown or brown. 

Pale brown, cylindrical, erect, not 
rigid and arise singly 

Straight or slightly curved, obclavate, 
yellowish brown to dark brown in 

colour. Conidia have 4- 12 transverse 
septa and 0- 6 longitudinal septa with a 

long beak. 
Fusarium sp. Sporodocia are found several shiny, hyaline, transparent to milky white very long and slender Microconidia are hyaline, 1-2 septate 

oval, ellipsoidal to sub- cylindrical. 
Macroconidia are hyaline, stout, 
subcylindrical or slightly curved 

Cochliobolus 
sp. 

Oblong, chocolate 
coloured sports. 

The fungi showing different interaction with their 
host and different life style depending their 

interaction 

Small circular to oval. Reddish brown to tan lesions and over 
time more greyish. 

Rhizoctonia 
sp. 

Distinguishing right 
angles. 

The pathogen is not currently known to produce any 
asexual spores 

Forms club shaped basidia with four 
apical sterigmata on which oval 

Hyaline basidiospores are borne. 

 
 



 
Fig. 2. Direct microscopic view of 2A-Rhizopus
Rhizoctonia sp., 2E-Cochliobolus sp.  
 
Data and Result: Fungi which was suspected as 
identified as Rhizopus oryzae based on nucleotide homology and phylogenetic analysis
 
Analysis 
 
gDNA and ITS Amplicon QC data 
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Rhizopus sp., 2B-Fusarium sp., 2C-Alternaria sp., 2D-

suspected as Rhizopus sp. by morphological identification
based on nucleotide homology and phylogenetic analysis (Fig. 3). 
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Sanger Seq Chromatogram data file Data 
  

 Forward Seqdata 
 

GATTGCTTCTACACTGTGAAAATTTGGCTGAGAGACTCAGACTGGTCATGGGTAGACCTATCT
GGGGTTTGATCGATGCCACTCCTGGTTTCAGGAGCACCCTTCATAATAAACCTAGAAATTCA
GTTATAAAGTTTAATAAAAAACAACTTTTAACAATGGATCTCTTGGTTCTCGCATCGATGAAG
AACGTAGCAAAGTGCGATAACTAGTGTGAATTGCATATTCAGTGAATCATCGAGTCTTTGAA
CGCGTTGCACTCTATGGTTTTTCTATAGAGTACGCCTGCTTCAGTATCATCACAAACCCACAC
ATAACATTTGTTTATGTGGTAATGGGTCGCATCGCTGTTTTATTACAGTGAGCACCTAAGATG
TGTTGTTTTCTGTCTGGCTTGCTAGGCAGGAATATTACGCTGGTCTCAGGATCTTTTTCTTTGG
TTCGCCCAGGAAGTAAAGTACAAGAGTATAATCCAGCAACTTTCAAACTATGATCTGAAGTC
AGGGGGTTACCCGCTGAACTTAAGCATATCATAAACGGAGGAAAAAAAAA  
 

 Reverse SeqData 
 

ATCATAGTTTGAAAGTTGCTGGATTATACTCTTGTACTTTACTTCCTGGGCGAACCAAGAAAA
AGATCCTGAGACCAGCGTAATATTCCTGCCTAGCAAGCCAGACAGAAAATCACACACATTTT
AGGCTCACTGTAATAAAACAGCGATGCGACCCATTACCACATAAACAAATGTTATGTGTGGG
TTTGTGATGATACTGAAGCAGGCGTACTCTATAGAAAAACCATAGAGTGCAAGCTGCGTTCA
AAGATGATGATTCACTGAATATGCAATTCACACTAGTTATCGCACTTTGCTACGTTCTTCATC
GATGCGAGAACCAAGAGATCCATTGTTAAAAGTTGTTTTTTATTAAACTTTATAATACTGAAT
TTCTGGTTATTATGAAGGGTGCTCCTGAAACCAGGAGTGGCATCGATCAAACCCCAGATAGG
TCTACCCATGACCAGTCTGAGTCTCTCAGCCAAATTTTCACAGTGTAGAAGCAATCACTTACC
CCAGAGAACCCTAAGAGGTAAGGCGCTTTAACATAATTAATGATCCTTCCGCAGGTTCACCT
ACGGAAACCTTGTTACGACTTTTACTTCCTCTAATTGACCCAAAAGAAA  
 

 Reverse complement 
 

TTTCTTTTGGGTCAATTAGAGGAAGTAAAAGTCGTAACAAGGTTTCCGTAGGTGAACCTGCG
GAAGGATCATTAATTATGTTAAAGCGCCTTACCTCTTAGGGTTTCCTCTGGGGTAAGTGATTG
CTTACACTGTGAAAATTTGGCTGAGAGACTCAGACTGGTCATGGGTAGACCTATCTGGGGTT
TGATCGATGCCACTCCTGGTTTCAGGAGCACCCTTCATAATAAACCTAGAAATTCAGTATTAT
AAATTAATAAAAAACAACTTTTAACAATGGATCTCTTGGTTCTCGCATCGATGAAGAACGTA
GCAAAGTGCGATAACTAGTGTGAATTGCATATTCAGTGAATCATCGAGTCTTTGAACGCAGC
TTGCATCATGGTTTTTCTATAGAGTACGCCTGCTTCAGTATCATCACAAACCCACACATAACA
TTTGTTTATGTGGTAATGGGTCGCATCGCTGTTTTATTACAGTGAGCACCTAAAATGTGTGTG
ATTTTTGTTGGCTTGCTAGGCAGGAATATTACGCTGGTCTCAGGATCTTTTTCTTGGTTCGCCC
AGGAAGTAAAGTACAAGAGTATAATCCAGCAACTTTCAAACTATGAT  
 

 Consensus data 
 

GGAAGTAAAAGTCGTAACAAGGTTTCCGTAGGTGAACCTGCGGAAGGATCATTAATTATGTT
AAAGCGCCTTACCTCTTAGGGTTTCCTCTGGGGTAAGTGATTGCTTCTACACTGTGAAAATTT
GGGAGAGACTCAGACTGGTCATGGGTAGACCTATCTGGGGTTTGATCGATGCCACTCCTGGT
TTCAGGAGCACCCTTCATAATAAACCTAGAAATTCAGTATTATAAAGTTTAATAAAAAACAA
CTTTACAATGGATCTCTTGGTTCTCGCATCGATGAAGAACGTAGCAAAGTGCGATAACTAGT
GTGAATTGCATATTCAGTGAATCATCGAGTCTTTGAACGCAGCTTGCACTCTATGGTTTTTCT
ATAGATAGCCTGCTTCAGTATCATCACAAACCCACACATAACATTTGTTTATGTGGTAATGGG
TCGCATCGCTGTTTTATTACAGTGAGCACCTAAGATGTGTGTGATTTTCTGTCTGGCTTGCTA
GGCAGAATTTACGCTGGTCTCAGGATCTTTTTCTTTGGTTCGCCCAGGAAGTAAAGTACAAGA
GTATAATCCAGCAACTTTCAAACTATGATCTGAAGTCAGGTGGGATTACCCGCTGAACTTAA
GCATATATAA 
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DATA: (Alignment view using combination of NCBI GenBank)  
 
Distribution of 100 Blast Hits on the Query Sequence 
 

 
 
Sequences producing significant alignments 
 
Table 3. 
 

Description Max 
score 

Total 
score 

Query 
cover 

E value Ident Accession 

Rhizopus oryzae genes for 18S rRNA, ITS1, 5.8S rRNA, ITS2, 
28S rRNA, partial and complete sequence, strain:PCNB1276 

1179 1179 99% 0 99% AB109754.1 

Rhizopus oryzae genes for 18S rRNA, ITS1, 5.8S rRNA, ITS2, 
28S rRNA, partial and complete sequence, strain:PCNB1280 

1173 1173 99% 0 99% AB109757.1 

Rhizopus oryzae genes for 18S ribosomal RNA, internal 
transcribed spacer 1, 5.8S ribosomal RNA, internal transcribed 
spacer 2, 28S ribosomal RNA, partial and complete sequence, 

strain:1289 

1170 1170 99% 0 99% AB126323.1 

Rhizopus oryzae genes for 18S rRNA, ITS1, 5.8S rRNA, ITS2, 
28S rRNA, partial and complete sequence, strain:PCNB1278 

1168 1168 99% 0 99% AB109755.1 
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Description Max 
score 

Total 
score 

Query 
cover 

E value Ident Accession 

Rhizopus delemar isolate AR14 small subunit ribosomal RNA 
gene, partial sequence; internal transcribed spacer 1, 5.8S 

ribosomal RNA gene, and internal transcribed spacer 2, complete 
sequence; and large subunit ribosomal RNA gene, partial sequence 

1157 1157 97% 0 99% MF445161.1 

Rhizopus delemar isolate AR9 small subunit ribosomal RNA gene, 
partial sequence; internal transcribed spacer 1, 5.8S ribosomal 

RNA gene, and internal transcribed spacer 2, complete sequence; 
and large subunit ribosomal RNA gene, partial sequence 

1153 1153 97% 0 99% MF445156.1 

Rhizopus delemar isolate AR8 small subunit ribosomal RNA gene, 
partial sequence; internal transcribed spacer 1, 5.8S ribosomal 

RNA gene, and internal transcribed spacer 2, complete sequence; 
and large subunit ribosomal RNA gene, partial sequence 

1153 1153 97% 0 99% MF445155.1 

Rhizopus delemar isolate AR13 small subunit ribosomal RNA 
gene, partial sequence; internal transcribed spacer 1, 5.8S 

ribosomal RNA gene, and internal transcribed spacer 2, complete 
sequence; and large subunit ribosomal RNA gene, partial sequence 

1151 1151 97% 0 99% MF445160.1 

Rhizopus oryzae strain NB31 small subunit ribosomal RNA gene, 
partial sequence; internal transcribed spacer 1, 5.8S ribosomal 

RNA gene, and internal transcribed spacer 2, complete sequence; 
and large subunit ribosomal RNA gene, partial sequence 

1149 1149 99% 0 99% MF685318.1 

Rhizopus oryzae genes for 18S rRNA, ITS1, 5.8S rRNA, ITS2, 
28S rRNA, partial and complete sequence, strain: IFM 62202 

1149 1149 99% 0 99% LC317754.1 

 
Phylogenetic Tree 
  
The evolutionary history was inferred by using the 
Maximum Likelihood method based on the 
Kimura 2-parameter model [12]. The bootstrap 
consensus tree inferred from 1000 replicates is 
taken to represent the evolutionary history of the 
taxa analyzed. Branches corresponding to 
partitions reproduced in less than 50% bootstrap 
replicates are collapsed. The percentage of 
replicate trees in which the associated taxa 
clustered together in the bootstrap test (1000 
replicates) are shown next to the branches. Initial 
tree(s) for the heuristic search were obtained 
automatically by applying Neighbor-Join and 
BioNJ algorithms to a matrix of pairwise distances 
estimated using the Maximum Composite 
Likelihood (MCL) approach and then selecting the 
topology with superior log likelihood value. The 
analysis involved 11 nucleotide sequences. Codon 
positions included were 1st+2nd+3rd+Noncoding. 
All positions containing gaps and missing data 
were eliminated. There were a total of 624 
positions in the final dataset.  Evolutionary 
analyses were conducted in MEGA7 [13]. 
 
Distance Matrix 
 
The number of base substitutions per site from 
between sequences are shown. Standard error 

estimate(s) are shown above the diagonal. 
Analyses were conducted using the Kimura 2-
parameter model [12]. The analysis involved 11 
nucleotide sequences. Codon positions included 
were 1st+2nd+3rd+Noncoding. All positions 
containing gaps and missing data were eliminated. 
There were a total of 624 positions in the final 
dataset. Evolutionary analyses were conducted in 
MEGA7 [13]. 
 
Screening Infectivity by Histopathological 
Study 
 
Histopathological examinations of transverse 
sections of asymptomatic (control seed) seed 
under Phase contrast microscope were observed. 
The mature rice (Khas) seed consist of a seed coat 
cotyledon and embryo. The seed coat with 
prominent air-spaces and parenchyma cell 
Asymptomatic seeds (healthy) were free from 
fungal infections and tissues of seed components 
were well developed and compacted under Phase 
contrast microscope. The seeds are infected with  
Rhizopus oryzae. Transverse sections of infected 
seeds using Phase contrast microscope showed the 
presence of fungal mycelia on the seed surface 
and internal tissues of the seed coat. Mycelial 
growth was more abundant in the hourglass layer 
of the seed coat where large intercellular spaces 
were present. 



 

Fig. 3. Molecular phylogenetic analysis by maximum likelihood method
 

Table 4. Estimates of evolutionary divergence between sequences
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The Fungi were found colonize in seed coat, 
pericarp and endosperm and embryo region. Thus 
histopathological study revealed that, Rhizopus 
oryzae infected the seed and colonized in various 
seed tissues and damage the embryo and effect 
seed viability. 
 
CONCLUSION 
 
In conclusion, the current study reveals the 
presence of varied fungi related to rice seeds from 
Burdwan, W.B. and indicates the likelihood of 
illness incidence once such infected seeds are 
planted. Though the results of the current study 
could also be thought of preliminary, the 
recommend fungi related to rice seeds are 
potential threat to its production. Histopathology 
of infected seed showed the distribution of fungi 
within the covering, seed coat, reproductive 
structure and embryo. The body part, brown, thick 
and knotty Rhizopus sp. invaded the varied seed 
components. The fungi, phylogenetically referred 
to as Rhizopus oryzae was found colonize in 
episperm, pericarp and reproductive structure   
and embryo region. Thus, histopathological                
studies discovered that, Rhizopus oryzae infect the 
seed, colonize in numerous seed tissues and           
harm the embryo and have an effect on seed 
viability. 
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Abstracts: 

Zea mays are one of the very important cereal crops that cultivated in almost all over the India. 

Under temperature 21
0
C – 27

0
C and rainfall 50-100nm maize plants are growth well. Maize seed 

treated with fungal filtrates of Aspergillus niger and Penicillium chrysogenum effects on percentage 

of seed germination, morphological and anatomical structures of maize seedlings. The percentage of 

germination of maize seed treated with Aspergillus niger and Penicillium chrysogenum were 66.3% 

and 78.7% and the stomatal index of seed leaf surface treated with that filtrate was 44.16% and 

30.46%. Datura stramonium is well known plants having antifungal effects. After applying Datura 

extract against fungal filtrates the anatomical structure as well as seed quality improve by inhibiting 

fungal activity. There are several phytochemical compounds which were responsible for antifungal 

activities of Datura stramonium.   

 

Key-words: Anatomical, Aadaxial, Diabetic, Germination.  

 

Introduction: 
Maize is one of the important cereal crops and also an important food crops belong to Poaceae 

(Graminae) family (1) (2). Maize plants often height 2.5 m (8ft.) and sometime this height cross over 

more than 12 m (40ft.) in some natural strains. Maize seeds or corn seeds also called kernel and 

Maize plants known as caryopsis in plants environment (3) (4). Normally maize grows well in the 

varying temperature from 21°C to 27°C though it can be tolerate 35°C temperature as high 

temperature. 50-100 mm rainfall is requires for its growth. The crop is irrigated in lesser rainfall area 

(5) (6) (7). Through maize is an important cereal crop through all over the world, its production does 

not fulfill the need. According to the report, in 1988 75% fungi causes various types of seed disease 

like – rot, discoloration, necrosis and blight. Other than that few fungi created fungal disease like – 

kernel rot (Aspergillus flavus), Banded leaf and sheath leaf (Rhizoctonia solani), Anthracnose leaf 

blight (Colletotrichum graminicala), Black kernel rot (Botryodiplodia theobromal). The seedlings of 

maize seeds are susceptible for soil and seed borne disease because many seeds may disappear 

before or after germination. Maize plants also affected various types of fungal disease and the 

affected plants may have to be suffered from little growth, reduce ear size, may die as a result of 

poor root system (7) (8) (9). Fungi of the various genera Aspergillus sp., Fusarium sp., Penicillium 

sp. and Rhizoctonia sp. are known to produce mycotoxin. These mycotoxins have been slow down or 

degrade the seed quality. Culture filtrates of Aspergillus sp. culture filteres reduced seed germination 

and reduce spread in root-shoot and A. niger was filtrates as found as inhibitor. Seed borne disease 

plays important role in the agricultural product in this quality and quantity. Seed rot, seedling blight, 

culvularia leaf spot and bipolaris leaf spot are etiologically caused by Aspergillus sp., Bipolaris 

maydis and Cuvularia lunata respectively. Plant age, plant species and environmental factors affect 

these symptoms (10) (11) (12) (13) (14). The foliage attack and infection structures, developed by 

the fungi, may consider stomatal as their penetration route. Stomatal, the pores on leaf surface 

control the water vapor between plant and atmosphere and CO2 exchange and it also plays important 

role in maintaining immunity by controlling pathogens in their entry level (15) (16) (17). The Datura 

stramonium uses antifungal activity against pathogenic fungi such as Aspergillus niger and 

Penicillium chrysogenum. The ethanol and ethyl acetate extract of Datura stramonium uses 

antifungal activities against A. niger and P. chrysogenum. The collected leaf samples were powdered 

with mixed grinder. The well diffusion method was used to determine antifungal activity (18) (19) 
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(20) (21). This study is for finding the effects of the filtrates of Aspergillus niger and Penicillium 

chrysogenum on leaf anatomy and seed germination of maize seedling and control the fungal disease 

by uses of Datura stramonium plant extract (22) (23).  

 

Methods and Materials: 

Seed sample collection: 

Zea mays seeds were collected from the market on Jangipara, Hooghly, West Bengal, India.  

Taxonomical position of Zea mays:-   

Kingdom: plantae 

Clade: Tracheophytes 

Clade: Angiosperms  

Clade: Monocots  

Clade: commelinids 

Order: poales 

Family: poaceae 

Genus:    Zea 

Species:  mays  

The Datura plant is chosen for the study of effects of plant extract on antifungal activity. The Datura 

plant was collected from Jangipara near our house garden. 

Taxonomical position of Datura stramonium:-  
Kingdom     : Plantae 

Clade           : Tracheophytes 

Clade           : Angiosperms  

Clade           : Eudicots 

Clade           : Asterids 

Order          : Solanales 

Family        : Solanaceae 

Subfamily   : Solanoideae 

Tribe          : Datureae 

Genus         : Datura 

Species       : stramonium. 

Plant extracts preparation: 

At first distilled water was used to wash the collected seed samples, after soaking the excess amount 

of water was removed by filter papers, then incubated at 37°C for 4-5 days. The dried leaf was 

powdered with the help of an engraver or mix grinder.  

Preparation of different plants extract: 

Ethyl Acetate extract: 

5gm of air dried powder of leaf extract was mixed with 25ml of chloroform in a conical flask and 

then kept on a rotary shaker for 10min. Then they bind with tissue paper and rubber band. Some 

holes were made so that air can pass through it and then take it at room temperature for 3-5 days for 

evaporates.  

Ethanol extract: 

5gm of air dried powder of leaf extract was mixed with 25ml of ethanol in a conical flask and then 

kept on a rotary shaker for 10 min. Then they bind with tissue paper and rubber band. Some holes 

were made so that air can pass through it and then take it at room temperature for 3-5 days for 

evaporates. 

Preparation of extract concentration: 
Four concentrations (25mg/ml, 50mg/ml, 150mg/ml, and 200mg/ml) were made from each of the 

two extracts (ethyl acetate, ethanol). In every case 2gm of extract was mixed with 15ml DMSO 

(Dimethyl sulfoxide) to prepare 200 mg/ml stock concentration. Then other three concentrations 

were made by adding extra DMSO with the stock in other test tube.  
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Viability test of the seeds:- 

After collection of seeds their physical assessment was done and the defected seeds (cracked or 

broken) were rejected. The perfect one put into the water in a bowl. The seeds (Zea mays) with living 

embryo drowned and were used for this research work while the floated ones were discarded.  

Fungal filtrates preparation: 

The pure cultures of Aspergillus niger and Penicillium chrysogenum were collected from 

Microbiology Department, Rabindra Mahavidyalaya, Champadanga, Hooghly, West Bengal, India. 

Every fungus was grown in 250ml conical flask containing 100ml potato dextrose broth and 

incubated at 25 ± 2°C for 14 days. After incubation, the culture filtrates were filtered into sterilized 

with filter paper into conical flasks and then stored in a refrigerator at 4 ± 2°C. 

Determination of effects of fungal filtrates on seed germination: 

The two hundred (200) viable maize seeds were surface sterilized with 70% ethanol and then rinsed 

three sequent times with distilled water and sixty (60) seeds were soaked in every fungal filtrate for 

12 hours. After soaking the seeds were removed and rinsed with distilled water separately. Each 

treatments was done in three replicates and control the experiment was treat and maintain with 

distilled water in the same number of replicates. The seedlings were determined after seven days of 

incubation, percentage of germination as well as length of plumule and length of radical. The vigor 

index was calculated using the following mathematical expression.  

Vigor index (V. I) = {(length of plumule (cm) + length of radical (cm)} percentage of germination. 

Determination of effects of fungal filtrates morphology:  
The used soil in the experiment was bolstered to separate stones and large particles. During 1 hour 

they were sterilized at 121
0
C. Four kingdom of sterilized soil was in 7×7 sterilized pots. These 

treated seeds were planted in pots and they were watered. The pots were watered in two times daily 

throughout the experimental period.  

Isolation of leaf epidermal layers: 

Leaf segment of an area of 1 cm square from every specimen was cut and immersed in concentrated 

solution of nitric acid for maceration. The upper and lower layers were separated with needle and 

forceps. Picking the samples from acid they were rinsed with distilled water.  

Determination of frequency of stomatal complex types: 

Different types of stomatal complex present in each specimen were also observed using 35 fields of 

view at x40 objectives as quadrants. The number of conducive cells per stomatal was noted and 

recorded to determine the frequency of the different stomatal complex types in each specimen.  

Determination of stomatal density (SD) and stomatal Index (SI):-   

The stomatal density was determined as number of stomatal per square millimeter.  

The stomatal index was determined as follows: SI =SD/SD +E  

Where, SD =numbers of stomatal per square millimeter, E = number of ordinary epidermal cells per 

square millimeter.  

Determination of stomatal size (SS) and epidermal cell size (ECS): 

The stomatal size of the plant was determined as product of length and breadth of ward cells using 

eye piece micrometer. Epidermal cell size was determined as product of length and breadth of a cell 

based on a sample size of 35.  

Phytochemical analysis: 

Phytochemical analysis of all the evaporated solvent extracts was conducted following the procedure 

of Indian Pharmacopoeia.  

Test for alkaloids: 

For testing of alkaloids first we take 200 mg plant material in 10 ml methanol, (filtered) and a 2ml 

filtrate + 1% HCl + steam mixed and then 1 ml filtrate + 6 drops of Mayer’s reagents or Wagner’s 

reagent added then the ceramic precipitate/brownish-red precipitate/ orange precipitate found that 

indicated the presence of respective alkaloids.  

Test for tannins: 

For testing of tannins 200mg plant material in 10 ml distilled water added (filtered), a 2ml filtrate + 

2ml FeCl3 mixed then blue-black precipitate that indicated found the presence of tannins.  
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Test for flavonoids: 

For testing of flavonoids 200mg plant material in 10 ml ethanol (filtered), a 2ml filtrate + conc. HCl 

+ magnesium mixed and then ribbon pink-tomato red color indicated the presence of flavonoids.  

 

Test for steroids: 

For testing of steroids we follow the Liebermann – Burchard reaction and there we take 200 mg plant 

material in 10 ml chloroform, (filtered), a 2 ml filtrate + 2 ml acetic anhydride + conc. H2SO4 was 

added then the founded Blue-green ring indicated the presence of steroids.  

Test for phenols: 

For testing of phenols first 1ml of each solvent extracts dissolved in alcohol or water was separately 

treated with a few ml of neutral ferric chloride solution. The change in color indicated the presence 

of phenols.  

 

Microbiological assay: 

Medium: 

The potato dextrose agar (PDA) is used as base medium of antifungal activity and used for the 

preparation of inoculums. 

Preparation of fungal inoculums: 

The fungal inoculums were prepared by 0.1ml of cultures was transferred to the agar plates and 

incubated at 37°C for 4-5 hours.  

Agar plate well diffusion method:  

Agar plate well diffusion method is widely used to estimate the antifungal activity of plant. The plate 

count method was carried on potato dextrose agar (PDA) Plates. Petri plates were prepared by 20ml 

of potato dextrose agar and allowed to solidify for the use in susceptibility test against fungi. The 

Petri plates were dried and 0.1ml of fungal inoculums was poured and spread to allow dry. After the 

PDA agar well made on agar plates and poured into different concentration of extract into the well. 

The plates were incubated at 37°C for 1day. The zone of inhibition were observed and measured on 

agar plates. The agar plates were incubated at 4°C for 1-2 hours and were then incubated at 37°C. 

After 1-2 days of incubation the antifungal activity was evaluated by measuring the width of zone of 

inhibition of growth. 

 
 

Results: 
We used both polar and non polar solvents for the extraction of ethyl acetate and ethanol from the 

leaves of Datura stramonium. The percentage of seed germination of Zea mays soaked in P. 

chrysogenum filtrate (78.7%) was significantly different from its counterparts seed that soaked in A. 

niger(66.03%).A. Niger and P. chrysogenum were found to be seed borne fungi. The pathogenic 

fungi A. niger and A. flavus are produced mycotoxin. These mycotoxin are found in different parts of 

the plants like the seed coat, endosperm. The fungal filtrates of A. niger inhibited the seed 

germination. The fungal cultures of A. niger reduced epidermal cell, stomatal size and stomatal 

density. Stomatal help in photosynthesis, moisture regulation and temperature control. The vigor 

indices of experimental plants were significantly different from each other at P< 0.05 as shown in 

Table 1. 
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TABLE :1 Percentage of germination and vigor indices of maize seeds 

 Seed Germination                        Radicle 

length                    

Plumule 

length                   

Vigor index 

Control 100.00                         8.27                  10.17                  18.43 

Aspergillus  

niger                        

67.30                          6.00                   6.26                    7.37 

Penicillium 

chrysogenum 

80.12                      7.27                  8.80                  11.22 

 

Mean                           82.47                      7.00                  9.00                  15.00 

Standard  

Error                             

5.00                       0.59                   0.65                  1.57 

P – value                      0.00                       0.003 0.002                0.00 
 

 
Fig 1: Percentage of germination and vigor indices of maize seeds. 

TABLE :2 Morphological response of maize seedlings to fungal filtrates 

 Seed Germination                                Radicle 

length                    

Plumule 

length                   

Vigor index 

Control 100.00                         8.27                  10.17                  18.43 

Aspergillus 

 niger                        

67.30                          6.00                   6.26                    7.37 

Penicillium 

chrysogenum 

80.12                      7.27                  8.80                  11.22 

 

Mean                           82.47                      7.00                  9.00                  15.00 

Standard  

Error                             

5.00                       0.59                   0.65                  1.57 

 P – value                      0.00                       0.003 0.002                0.00 
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Fig 2: Morphological response of maize seedlings to fungal filtrates. 



Journal of the Maharaja Sayajirao University of Baroda 
ISSN : 0025-0422 

Volume-54, No.2 (XIII) 2020                                                                       180 

 
Fig 3: Anatomical response of maize seedlings to fungal filtrates. 

TABLE 4:  Antifungal activity of Ethyl acetate extract of leaf of Datura stramonium. 

 

Concentration of   

Ethyl acetate    

(mg/ml) 

                                               Zone of inhibition 

         A. niger                     P. chrysogenum 

        200  18.0 ± 2.0                    21.3 ± 1.0 

        100 16.5 ± 1.0                   17.4 ±1.0 

         50 14.3 ± 1.0        14.0 ±2.0 

 

         25 13.0 ±2.0                    12.4 ±1.0 
 

 
Fig 4: Antifungal activity of Ethyl acetate extract of leaf of Datura stramonium. 
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TABLE 5: Antifungal activity of Ethanol extract of leaf of Datura stramonium. 

Concentration of 

Ethanol (mg/ml) 

                                              Zone of inhibition 

         A. niger                     P. chrysogenum 

        200  16.0 ±2.0                    16.5 ± 1.0 

        100 14.3 ±1.0                   13.3 ±1.0 

         50 12.0 ±1.0        12.6 ±2.0 

         25 11.3 ±2.0                    11.0 ±1.0 
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Fig 5: Antifungal activity of Ethanol extract of leaf of Datura stramonium. 

Discussion:- 

The morphological response of maize seedlings, to the fungal filtrates A. niger and P. chrysogenum 

did not affect any significant difference in Shoot length but inhibit the leaf area when compared with 

the control (Table – 2). The Anatomical response of maize seedlings to the fungal filtrates of A. niger 

reduced the epidermal cell size to 300.46 micrometer at leaf surface and higher than the epidermal 

cell size value gained from the seedlings treated with P. chrysogenum filtrate (235.55 micrometer). 

But both cultures filtrates A. niger and P. chrysogenum are significantly different from the value 

obtained from control (485.44 micrometer) as shown in Table 3. In this study the fungal filtrates 

affected both the stomatal density and stomatal index. P. chrysogenum are known to decreased 

percentage of seed germination. The fungus had shown poisonous effect on the maize seedlings. The 

culture filtrate A. niger and P. chrysogenum produced toxic metabolites which reduced the 

germination and seedling development. The two solvent based extract of ethyl acetate extract of 

200mg/ml concentration shows highest antifungal activity against P. chrysogenum the zone of 

inhibition was 21.3 ± 1.0 mm and the lowest activity shows on A. niger at 25mg/ml zone of 

inhibition 13.0 ± 1.0 mm. The other solvent extract of ethanol extract of 200mg/ml concentration 

shows highest antifungal activity against P. chrysogenum the zone of inhibition was 16.5 ± 2.0 and 

the lowest activity shows on A. niger at 25mg/ml zone of inhibition 11.3 ± 0.0 (Table 4).  

 

Future aspects:- 

There has an important future aspect of research work with Zea mays. The Zea mays have a great 

beneficial and economical role in our human society. The three solvents based extract of maize 

seedlings that methanol based extract is higher sensitivity. The methanol extracts best in 

antimicrobial activity of maize seedlings. The stomatal on Zea mays play an important role in plant 

innate immunity by limiting pathogen entry into leaves. The medicinal purpose from Zea mays 

stigmas are used the most. The antioxidants effect is a very important feature of maize plants. The 

Flavonoid extracts using microwaves to harness them as natural food antioxidant and used in natural 

medicine. The other medicinal features of maize plants are – Antitumor and Antidiabetic effect. The 

polysaccharide extracted from maize plants, significantly inhibits tumor growth and prolonged 

survived. The maize polysaccharide reduced the body weight loss, reduced blood glucose level and 

insulin levels. The Datura stramonium plant work on antifungal activity, so it is future used in 

medicinally as well as antioxidants.  

 

Conclusion:- 

The fungal filtrates of both A. niger and P. chrysogenum not only affected percentage of seed 

germination, it also affected the morphology and anatomy of maize seedlings. It also affected the 

epidermal cells and stomata. The two solvent based extract of Datura stramonium extract based on 

ethyl acetate and ethanol shows highest antifungal activity on P. chrysogenum not only at 200mg/ml 

zone of inhibition and lowest activity shows on A. niger at 25mg/ml zone of inhibition.  

 

0 

50 

100 

150 

200 

250 

200 mg/ml 100 mg/ml 50 mg/ml 25 mg/ml 

Concentration 

A.niger 

P.chrysogenum 



Journal of the Maharaja Sayajirao University of Baroda 
ISSN : 0025-0422 

Volume-54, No.2 (XIII) 2020                                                                       182 

References:- 
1) Agrawal, M.K., Goyal, S.K., Varma, A.K. and Varma, A. 2014. Antibacterial and 

anticandidalScreening of certain traditionally used Indian medicinal plants against multi-drug resistant 

Human pathogens. International Journal of Science and Nature, 5: 423-432.  

2) Bauer, A.W., Kirby, W.M., Sherris, J.C. and Turck, M. 1966. Antibiotic susceptibility testing by a 

Standardized single disk method. American Journal of Clinical Pathology, 45: 493-496. 

3) Caster, L and Frederikson ;R. A (1980).Fusarium head Blight, occurance of effects on Sorghum yield 

and Grain characteristics in Texas. Journal of plant disease. 64: 1017-1017. In Jalander n V. and 

Gachande, B. D (2012). Effect of culture Filtrates of FusariumOxysporum on seed Germination AND 

seedling Growth of Pigeon Pea (Caianuscaian). Bioscience Discovery 02 (2) :185 – 188.  

4) Debnath, M., Sultana, A. and Rashid, A. Q. M. B. (2012). Effect of Seed-borne Fungi on the 

Germinating Seeds And their Bio-control in Maize. J. Environ. Sci. &Natural Resources, 5(1): 117 – 

120.  

5) Aberg E, Akerberg E. 1958. Cool tolerance studies in maize Grown under northern conditions. Annals 

of the Royal Collegeof Sweden 24, 477-94. 

6)    Baker NR. 1994. Chilling stress and photosynthesis. In: FoyerCH, Mullineaux PM, eds. Causes of 

photo-oxidative stress and amelioration of defense systems in plants. Boca Raton :CRC Press. 127-54. 

7) Baker NR, Bradbury M, Farage PK, Ireland CR, Long SP.1989. Measurements of the quantum yield of 

carbon assimilation and chlorophyll fluorescence for assessment of photosynthetic performance of crops 

in the field. Philosophical Transection of the Royal Society London B 323, 295-308. 

8) Devash, Y., Okin, Y. and Henis, Y. (1980). Survival of Pseudomonas tomato in the Soil and Seeds of 

Tomato. Phytopathology 99:175-185. 

9) Dilcher, D. L. (1974). Approaches to the Identification of Angiosperm Leaf Remains. Botanical 

Review, 40(1): 1-57. 

10) Fazilatun, N., Zhari, I. and Nornisah, M. 2001. Phytochemicals from corn silk (Zeamays). Journal Of 

Tropical Medicinal Plants, 2: 189-192.  

11) Gomez, K.A. and Gomez, A.A. 1984. Statistical Procedures for Agricultural Research (2
nd

edn.).John 

Wiley & sons, New York, USA. 

12) Grosvenor, P.W., Supriono, A. and Gray, D.O. 1995. Medicinal plants from Riau province, Sumatra, 

Indonesia. Part 2: Antibacterial and antifungal activity. Journal of Ethno-Pharmacology, 45: 97-111.  

13) Gopinath, A. and Shetty, H.S. (1988). Role of Volatile Metabolites Produced by Seed-borne growth of 

Fusariummoniliforme. Geobios.15: 10-1 

14) Gudesblat, G. E., Torres, P. S. and Vojnov, A. A. (2009). Stomatal and Pathogens: Warefare at the 

Gate. Plant Signal Behav. : 4(12): 1114–1116. 

15) Jones HG (2014) Plants and Microclimate, Ed 3. Cambridge University Press, New York 

16) KenzoT, Yoneda R, Azani MA, Majid NM (2008) Changes in leaf waterUse after removal of leaf 

lower surface hairs on Mallotusmacrostachyus(Euphorbiaceae) in a tropical secondary forest in Malaysia. 

J For Res 13:137–142.  

17) Lawson T, James W, Weyers J (1998) A surrogate measure of stomatalAperture. J Exp Bot 49: 1397–

1403.  

18) Parekh, J., D. Jadeja and S. Chanda., 2005. Efficacy of Aqueous and Methanol Extracts of Some 

Medicinal Plants for Potential Antimicrobial Activity. Turkey Journal of Biology, 29 :203 – 210.  

19) Ali Rehman, Latif and Adam.,2002. Antimicrobial activity of leaf extract of Acalyphaindica. Journal 

of India Medicinal Plant, 1 :503 -508.  

20) Sahu, D.K.; Khare, C.P; Patel, R. Eco friendly management of Early blight of tomato using botanical 

plant extracts, Journal of Industrial Pollution Control, 30., 2., 215-218, 2014.  

21) Rastogi, R.P and B.N. Mehrotra. 2002. Glossary of Indian Medicinal Plants. National Institute of 

science communication, New Delhi, India. 

22) Vincelli, P. (2008). Seed and Seedling Diseases of Corn: Plant Pathology Fact Sheet university of 

Kentucky-College of Agriculture PPFS-AG-C-02 

23) Zeng, W., Melotto, M. and He, S. Y. (2010). Plant Stomata: A Checkpoint of Host Immunity and 

Pathogen Virulence. Curr. Opin.Biotechnol. 21(5): 599-603. 

 

View publication stats

https://www.researchgate.net/publication/360889854




Article

Global Business Review
1–17

© 2019 IMI
Reprints and permissions:

in.sagepub.com/journals-permissions-india
DOI: 10.1177/0972150919857013

journals.sagepub.com/home/gbr

1 Dinabandhu Andrews College, Kolkata, West Bengal, India.

Corresponding author:
Jhumur Sengupta, Dinabandhu Andrews College, Raja S. C. Mallick Road, Kolkata, West Bengal 700084, India.
E-mail: jhumursengupta@yahoo.com

The Effect of Non-pecuniary-based 
Incentive Mechanisms to Reduce 
Water Usage at the Household 
Level and to Achieve Positive 
Environmental Outcomes

Jhumur Sengupta1

Abstract
There has been a sixfold increase in global water use over the twentieth century. The study answers 
the question, ‘how can scarce water be saved in an efficient manner?’ The current study uses the non-
pecuniary incentive, ‘neighbourhood comparison’, as a tool for giving signals to water users. This study 
stresses on the negative linkage between water usage by households and ‘neighbourhood comparison’ 
in the Indian context. The field survey of this study considers household-level data related to water 
usage. In the present study, it is revealed that ‘neighbourhood comparison’ message causes significant 
reductions in water consumption per capita.

Keywords
Water resources, environmental outcome, water conservation, impact evaluation, randomized control trials

Introduction

The diamond-water paradox in economics is cited to explain the concept of scarcity. The famous 
economist Adam Smith used the comparison between water and diamonds to make a distinction between 
the two concepts, ‘value in use’ and ‘value in exchange’. Although water is essential to sustain life, a low 
price is paid for getting enough water. Whereas, diamond has a price because it is scarce in nature. In 
today’s context, the paradox has less relevance. Water is no more available in plenty. With reckless use 
of water and increasing demand due to growing human population, this resource is overexploited and it 
is becoming a scarce resource.

There has been a sixfold increase in global water use over the twentieth century. Availability of 
freshwater has been identified as one of the most critical issues by policymakers. According to an 
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estimate by the United Nations, over two-thirds of the world population will reside in water-stressed 
regions by 2025. A series of factors such as population growth, urbanization and climate change are 
responsible for the water scarcity problem around the world (Ferraro & Price, 2013; UNESCO, 2012).

Water resources are unevenly distributed across different continents. Asia has 36 per cent of freshwater 
reserves with over 60 per cent of the world population. In Africa, 13 per cent of the world population has 
11 per cent of freshwater reserves. Australia and Oceana have 5 per cent of freshwater reserves with 1 
per cent of the world population. In North and Central America, 15 per cent of freshwater reserves are 
used by 8 per cent of the global population. South America has 26 per cent of freshwater reserves with 6 
per cent of the world population. As industrialization and urbanization have taken place over the years, 
the use of water resources is likely to rise in the years to come. It has been estimated that water use per 
capita terms in India will increase to 167 litres per day in 2050 as compared to 88.9 litres per day per 
capita in 2000. In contrast, per capita water consumption in the USA will reduce by 2050 from its current 
level. In India, due to growth in population and overexploitation of water resources, it is gradually 
becoming a scarce resource.

Now, the question arises, ‘how can scarce water be saved in an efficient manner?’ Water conservation 
by way of reduction in water use can be done by adopting pecuniary or non-pecuniary approaches. The 
pecuniary approaches involve financial or tariff-related measures to motivate households in reducing 
water usage and thereby conserving water. Although traditionally, economists and policymakers have 
focused on pecuniary approaches involving price or tax increases as the primary force driving water 
demand, in the absence of assured and regular water supply to households, any increase in tariffs is 
socially and politically unacceptable. Advances in applied behavioural economics suggest that non-
pecuniary approaches may have a useful role to play in reducing water consumption. Further, non-
pecuniary information-based strategies are inexpensive and have been found to be effective in changing 
environmentally related behaviours such as electricity consumption (Alcott, 2011). Non-pecuniary, 
information-based environmental policy strategies have long been used to influence individual decision-
making. Policymakers are increasingly using norm-based messages to influence individual decision-
making (Ferraro & Miranda, 2013).

A number of studies (Alcott, 2011; Ayres, Raseman, & Shih, 2009) find that sending pro-social 
messages and social comparison which involves a comparison between own consumption and peer-
group consumption can reduce water and energy consumption. Although reduction in water use has 
become a policy priority around the world, a study on behavioural interventions such as social comparison 
or sending pro-social messages for reducing water consumption remains relatively under researched. 
This is especially true of developing countries. A small number of studies estimate the effects of pro-
social and social comparison messages on energy and water use (Ferraro & Miranda, 2013). Only three 
studies (Alcott, 2011; Ferraro & Price, 2013) have examined heterogeneous treatment responses on 
energy use.

Therefore, the current study uses the non-pecuniary incentive, ‘neighbourhood comparison’, as a tool 
for giving signals to the users. The present study examines the effectiveness of non-pecuniary strategies 
to manage residential water demand. The analysis is focused on residential water demand for two 
reasons. First, policymakers frequently rely upon non-pecuniary measures rather than market-based 
approaches to promote conservation efforts and manage water resources. Second, during the twentieth 
century, the availability of freshwater will be difficult. The United Nation’s Environmental Programme 
estimates that by 2025 over two-thirds of the world’s population will reside in regions considered water 
stressed. Similar concerns abound in the United States where a recent government survey suggests that 
at least 36 states anticipated some form of water shortage by 2013 (Ferraro & Price, 2013).

The scheme of the article is as follows. The second section discusses the literature review. Objectives 
are given in the third section. The theoretical framework is explained in the fourth section. The 
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methodology used in the study is discussed in the fifth section. The sixth section presents the analysis of 
the article. In the seventh section, discussions are presented. The eighth section concludes and managerial 
implications are discussed in the final section.

Literature Review

One new tool to reduce energy consumption is the use of social norms, particularly a ‘strong’ signal of 
social norms that shows a customer how her consumption compares to her peers (Ferraro & Miranda, 
2013). These comparisons leverage motivations that have been extensively studied by psychologists and 
behavioural economists. Social comparisons have been widely used in the electricity sector by OPOWER. 
Alcott (2011) examines the impact of the non-price energy conservation programme run by a company 
called OPOWER. The study assesses the impact evaluation of average treatment effects (ATEs) in the 
treatment and control group. OPOWER has done 17 experiments in this study. The treatment is in the 
form of home energy reports (HERs) which consist of several-page letters with the social comparison 
module. This module consists of the ‘descriptive norm’ by comparing households to the mean and 20th 
percentile of its comparison group. The HERs also include the ‘injunctive norm’ to combat the ‘boomerang 
effect’, an effect which causes households that used less than the norm to use more energy when social 
comparison is made. Under the ‘injunctive norm’, households are labelled as ‘great’ if they use less than 
20th percentile of their neighbour with whom the comparison is made, ‘below average’ if they use more 
than the mean and ‘good’ if they are in-between. The year of study by OPOWER is 2009. The monthly, 
bimonthly and quarterly HERs were sent to the treatment group and a control group was made to whom 
the HERs were not sent. The results of the study show that ATEs are clustered around -2.7 per cent and 
-2.3 per cent for monthly and quarterly treatment, respectively. In 17 experiments done by OPOWER, 
estimated ATEs range from -1.37 per cent in experiment three to -3.32 per cent in experiment eight.

Ferraro and Miranda (2013) studied heterogeneity in a large-scale field experiment done in 2007 
along with water utility in metropolitan Atlanta, GA, and the USA. Three types of treatments were sent: 
(a) a tip sheet which consists of information about reducing water consumption, (b) a weak social norm 
message which consists of a tip sheet and a personalized letter promoting pro-social behaviour and (c) a 
tip sheet, a personalized letter promoting pro-social behaviour and a social comparison of households’ 
water consumption with median county consumption. The third treatment is called a strong social norm 
message and the first treatment is called pure information message. The study finds little evidence of 
heterogeneous responses to treatment one and treatment two and strong evidence of heterogeneous 
responses to the strong social norm message. The study proposes testing of a null hypothesis which is 
relevant for treatment one. The null hypothesis states that the conditional ATE is zero (zero CATE). The 
other null hypothesis corresponding to treatment two and three is that conditional ATE is constant 
(constant CATE). To test the null hypotheses, the study runs ordinary least square regression with treated 
and control groups controlling for covariates. The results of the study show that the null hypothesis for 
some subgroups is rejected for treatment one. For treatment two, the null hypothesis is never rejected. 
For treatment three, the null hypothesis of constant CATE is always rejected. Therefore, it can be inferred 
from the study that the effect of the social norm message (treatment three) on subpopulation is always 
strong enough to reject the null hypothesis of constant CATE.

Ayres et al. (2009) conducted two field experiments on 85,000 consumers of Sacramento Municipal 
Utility District (SMUD) and Puget Sound Energy (PSE). Their study covers the period from April 2008 
to April 2009. The samples in the treatment group received ‘HERs’. This report consists of four 
components. These are (a) current period comparison between neighbours, (b) 12-month neighbour 
comparison, (c) personal historical comparison, it compares household’s use of energy in the current 
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month with the energy use in the same month of the previous year, and (d) targeted energy efficiency 
advice. Data on energy consumption were provided by SMUD. The study examines the impact of treatment 
on the log of monthly average energy consumption by using regression analysis. The study finds that 
energy use by treatment group lowers the energy use significantly relative to the control group after the 
‘HER’ was mailed. After controlling the hose characteristics, the result shows that there is a significant 
drop in the energy consumption of the treatment group relative to the control group. The study also 
estimates the impact of ‘HER’ on energy conservation and money saved by the households. The results 
show that reduction is by 2.35 per cent for monthly recipients and a reduction in consumption of energy 
by 211 kWH per year per household and it would save US$31 per year per household. For quarterly 
recipients, that is, households who received ‘HERs’ on a quarterly basis, it was estimated that energy 
consumption would decrease by 130 kWH per year per household for a saving of US$13. The PSE data 
were also analysed in the same manner as the SMUD data and it shows that the treatment households 
reduced energy usage relative to the control group after ‘HERs’ were sent to the treatment group.

The role of ideology on energy conservation has been examined with the help of a randomized field 
experiment undertaken in California Utility district. In the field experiment, households were sent HERs 
which consist of information on own electricity consumption on a monthly basis relative to neighbour’s 
usage. The article shows that energy conservation depends on an individual’s ideology. Using regression, 
the study finds that liberals who purchase electricity from renewable sources, who donate to environmental 
groups and who live in a census block group receive an HER which leads to a reduction in electricity use 
by 3.6 per cent. On the other hand, for conservatives who do not donate to environmental causes and who 
live in the census block group, receiving an HER leads to a reduction in electricity usage by 1.1 per cent. 
The result of the study shows that a conservative will decrease mean daily kWH by 1.7 per cent following 
the treatment and a liberal will decrease consumption of electricity by 2.4 per cent following the HERs 
that were sent. The analysis suggests that the effect of treatment on home energy consumption is more in 
liberal communities.

Shahbaz, Islam, and Butt (2016) show the relationship between financial development and energy 
consumption. Using data on economic growth, on Pakistan, over 1972–2011, the article finds both way 
causality between financial development and energy consumption and between modern sector growth 
and energy consumption. It shows that energy consumption causes agriculture growth. The findings give 
valuable insights for policymakers in designing appropriate energy policies for Pakistan.

Sualihu and Rahman (2014) argue that electricity companies are typically businesses with significant 
credit sales. But, payment of bills on time by customers has been very poor especially in the case of the 
developing world. The study aims to identify a set of organizational and behavioural factors that influence 
bill payment behaviour of customers of the Electricity Company of Ghana. The study is based on a 
survey of households in the Greater Accra Region of Ghana. The results of the study suggest that 
electricity utilities must reduce the transaction time of customers at the bill collection centres and 
improve the quality of service and customer satisfaction to reduce customer bill payment period.

Objectives

On the basis of the literature review presented above, this study seeks to examine the following objectives. 
The first objective is to show the negative linkage between water usage by household and ‘neighbourhood 
comparison’ in the Indian context. The second objective is to show the effectiveness of non-pecuniary 
incentives like peer group comparison in reducing water usage by households.
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Theoretical Framework

The study develops a conceptual framework to show that pro-social messages may influence household 
water consumption.

The present study is based on ‘neighbourhood comparison’ among households. It consists of social 
comparison module which compares households to the mean water user. The neighbourhood comparisons 
are influenced by academic work showing that providing social norm information induces people to 
conserve energy (Schultz, Nolan, Cialdini, Goldstein, & Griskevicius, 2007). Recent research on 
psychology suggests that peer comparisons can be a potential alternative tool for changing household 
behaviour of energy consumption. A series of field experiments have been conducted to demonstrate that 
low cost persuasion strategies can change the behavior of an individual by making the individual aware 
of the actions of others. Policymakers can avoid wasting money by sending information-based pro-social 
messages and by making neighbourhood comparisons.

Methodology

The field survey of this study considers household-level data related to water usage in summer, winter, 
average water usage and covariates which may have a considerable effect on household water usage. In 
this study, a randomized experimental design has been undertaken to show the effectiveness of non-
pecuniary incentives like peer-group comparison in reducing water usage by households. The rationale 
for using randomized experimental design which is based on peer-group comparison is as follows. Social 
psychologists emphasize that attention of households to reduce water use can be drawn most effectively 
through social comparisons. Randomized experimental design takes the form of neighbourhood 
comparison which compares the household’s water use to the mean water user. A growing body of work 
in social psychology examines the use of social-norm information-based campaigns to promote 
environmental conservation.

A field survey of 480 households (respondents) was randomly chosen from the residential area of 
Kasba under the Kolkata Municipal Corporation, West Bengal, India. A random sampling method has 
been applied to choose the respondents for the survey. While selecting the respondents randomly, a 
function f(x) = 1/n (where x can take n possible values, X1, X2, …, Xn) has been assigned to each 
respondent. Here Xi represents choosing of the ith individual. A field survey questionnaire has been used 
to undertake the survey.

The survey was undertaken in two different time periods with a time gap. In the first stage (which was 
conducted in March 2016), 480 respondents were interviewed and a strong social norm message about 
the mean usage of water resources was given to 50 per cent, that is, 240 of the total respondents. The 
selection of 240 respondents out of 480 was completely random. This 240 sample unit constitutes an 
experimental group in which the treatment in the form of peer-group comparison was given. The rest 50 
per cent of the respondents was not given any strong social norm message in the form of peer-group 
comparison. They were given only general information on the availability of water resources and 
depletion of this resource because of excessive usage and pollution. This subgroup of respondents 
constitutes the control group for the experimental design. First, a mail containing general information on 
the availability of water was sent to all the 480 respondents and subsequently, a treatment mail was sent 
out to each of the 240 respondents chosen randomly as the treatment group on the same day. The treatment 
mails were sent to the treatment group via registered speed post in envelopes. This ensures that the 
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control group was not exposed to the information that the treatment group was exposed to. After a time 
gap of one year (March 2017), the same set of 480 respondents were again approached and usage of 
water by each of them was re-estimated. The layout for randomized design has been furnished in the 
Appendix section.

The study examines the impact of treatment in the form of neighbourhood comparison with 240 
households in the treatment group. Out of 480 households, 240 households constitute the treatment 
group which receives ‘neighbourhood comparison’ treatment. The control group received no 
‘neighbourhood comparison’ during the experiment.

‘Neighbourhood comparison’ (Figure 1) consists of the social comparison module, which compares 
household to the mean water user. In order to remove ‘boomerang effect’ (an effect which causes 
households that used less water previously than the mean to use more as a result of neighbourhood 
comparison), the present study includes injunctive norms. Under injunctive norms, households are labelled 
‘great’ if they use less than the mean water user and ‘below average’ if they use more water than the mean.

To estimate the impact of ‘neighbourhood comparison’ on household’s water use, the present study 
uses variables that are important modifiers of treatment, ‘neighbourhood comparison’. In line with the 
studies by Mansur and Olmstead (2011), Davis (2010), and Ferraro and Miranda (2013), the present 
study uses the house’s fair market value, ownership status and age of house as important determinants of 
water usage. The study by Mansur and Olmstead (2011) shows that high-income households with high 
fair market values of houses are less price sensitive to changes in water prices. For them, the non-
pecuniary approach such as neighbourhood comparison may be more effective in reducing water usage. 
The present study uses fair market value of house acts as an important covariate. Davis (2010) argues 
that the owner occupant households possess greater social capital and therefore, they may have greater 
social connections to neighbours. Hence, they may be more responsive to the ‘neighbourhood comparison’ 
module. In the same manner, the present study uses the status of households (owner occupants or renters) 
as one of the covariates along with the ‘neighbourhood comparison’ message which may have an impact 
on the water use pattern of households. Another important covariate for the present study is the age of 
the house in which the household resides. As per the study done by Ferraro and Miranda (2013), older 
homes have, for example, older-fashioned toilets which are more cost effective to replace and water 
conservation goals may be achieved more easily.

While considering the impact of treatment on the use of water per capita, the following linear equation 
is considered. The linear regression equation is:

DiffwaterPC = a0 + a1 TREATDUM + a2 Ownership status + a3 Age of house + a4   
     Fair market value + € (1)
where DiffwaterPC is defined as the modulus difference in water use per capita between before the 
treatment period and after the treatment period. TREATDUM is a dummy variable which takes the value 
1 if ‘neighbourhood comparison’ treatment is given to the household and 0 if the household does not get 
any treatment. Ownership status is a binary variable which takes the value 1 if the household resides in 
his or her own house and 2 if the household resides in a rented house. Age of house and fair market value 
represent the age of the house in which the household resides and fair market value of the house. The 
variable fair market value is a proxy for the standard of living of households. A high fair market value of 
the house corresponds to a rich household and fair market value at the lower side corresponds to a poor 
household. The dependent variable DiffwaterPC is measured by three different categories—difference in 
water use per capita on average, difference in water use per capita during the summer season (from 
March to October) and difference in water use per capita during the winter season (from November to 
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January). The primary regression of DiffwaterPC is run on TREATDUM. Afterward, in addition to 
TREATDUM, the control variables are included one by one. The relationship between DiffwaterPC and 
TREATDUM is assumed to be positive.

In the next specification of the regression equation, the impact of treatment on water use per capita is 
estimated. WaterusePC by households has been measured for three different time periods in a year—
average water use, water use during summer and water use during winter. This procedure of estimation 
of water use per capita has been used for each of the rich households, poor households separately and 
then by combining both types of households together. The relationship between waterusePC and 
TREATDUM is assumed to be negative.

WaterusePC = a0 + a1TREATDUM + € (2)

Analysis

Table 1 presents descriptive statistics by treatment and control group for pre-treatment data. Columns 1 
and 2 of Table 1 display mean water use by households assigned to treatment ‘neighbourhood comparison’ 
and mean water use by the control group, respectively. Column 3 shows the F-statistics and column 4 
shows the p-values. Here, we test the null hypothesis that mean values of treatment and control groups 
are equal. The result shows that with the exception of age of house, there are no statistically significant 
differences in pre-treatment variables. The result supports the fact that randomization has been effective.

Table 2 presents descriptive statistics by treatment and control group for post-treatment water use. 
Columns 1 and 2 of Table 2 display mean values for treatment and control groups. Columns 3 and 4 
display differences with respect to the control group and the statistical significance of these differences, 
respectively. It is observed from the table that mean differences are statistically significant for all types 
of water use in per capita terms, that is, for average water use per capita, summer water use per capita 
and winter water use per capita.

Table 1. Descriptive Statistics of Pre-treatment Data

Social Comparison Control F-test p-Value

Average water consumption 92.87951119 90.81010582 0.216 0.642

Summer water consumption 93.99625423 92.01835979 0.172 0.678

Neighbourhood Comparison Module
Your Efficiency Standing

GREAT

110.17 litres

92 litres

You

Mean user

Figure 1. Neighbourhood Comparison Module

Source: Alcott (2011).

(Table 1 Continued)
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Social Comparison Control F-test p-Value

Winter water consumption 81.94421199 78.50518519 0.666 0.415

Age of house 4.970833333 9.604166667 (361.728)** 0.001

Ownership status 1.216666667 1.345833333 (8.124)* 0.062

House’s fair market value 2812124.167 3988680.417 (4.033)* 0.055

Source: The author.

Note: ** and * represent that F values are significant at 1% and 10% levels, respectively.

Table 2. Post-treatment Water Use Descriptive Statistics

Variables Treatment Control Difference t-Test p-Value

Average water use per capita 81.92 91.56 –9.64 (–2.36)* 0.0092

Summer water use per capita 68.94 77.85 –8.91 (–2.48)* 0.0136

Winter water use per capita 68.94 77.85 –8.91 (–2.48)* 0.0068

Source: The author.

Note: *Represents that t values are significant at the 1% level.

Table 3.1 represents the estimation of ‘neighbourhood comparison’ treatment on the difference in 
average water use per capita. The estimation results of Equation (1) are presented in model 4 of Table 
3.1. In the primary regression model (model 1), TREATDUM is the only independent variable affecting 
DiffwaterusePC. Afterward, the number of independent variables has been increased gradually along 
with TREATDUM. Models 2–4 of Table 3.1 measure the extent of difference in water usage per capita 
between the pre-treatment and post-treatment period of two input variables (TREATDUM, ownership 
status), three input variables (TREATDUM, ownership status and age of house) and four input variables 
(TREATDUM, ownership status, age of house and fair market value), respectively. Table 3.1 shows that 
the coefficients of TREATDUM are of positive signs as expected and become significant variables, the 
level of significance being at the 1 per cent level in all models. The control variable, age of house, has an 
effect on DiffwaterusePC. It has been observed that older homes have older toilets, which are more cost 
effective to replace and therefore DiffwaterusePC would be higher with the increase in age of house. The 
second control variable, ownership status, also has an effect on DiffwaterusePC. Owner occupants have 
greater incentives to invest in cost-saving water conservation innovations. According to the study by 
Davis, as ownership status changes from 1 to 2 (1 for owner occupants and 2 for renters), the 
DiffwaterusePC falls. The other control variable in the present study is the fair market value of the house. 
Mansur and Olmstead (2012) find that households having houses whose market values are on the higher 
side are generally rich households. The effect of non-pecuniary approaches such as neighbourhood 
comparison on rich households is high as compared to poor households whose house’s fair market values 
are generally low. Therefore, the effect of the fair market value of the house on DiffwaterusePC should 
be positive. As per the results in Table 3.1, the coefficients of control variables do not always show 
correct signs in the models. However, the findings suggest that TREATDUM is an important determinant 
for DiffwaterusePC outcome. As regards adjusted R2 is concerned, the values of adjusted R2 in models 
1–4 are low and lie between 0.2512 and 0.2873. The results suggest that treatment in the form of 

(Table 1 Continued)
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‘neighbourhood comparison’ matters for an increase in the difference in water use per capita in a 
significant manner. In a similar way, the effect of treatment on the difference in summer water use per 
capita and the difference in winter water use per capita are presented in Table 3.2 and Table 3.3, 
respectively. The results presented in these two tables are very much similar to the findings of the effect 
of treatment on the difference in average water use per capita (Table 3.1).

Table 3.1. Effect of Treatment on Difference in Average Water Use Per Capita

RHS Variables 1 2 3 4

TREATDUM 17.85193 16.6484 15.75817 16.46037

(12.72)*** (8.95)*** (8.58)** (8.92)***

p-Value 0 0 0 0

Age of house –0.2597539 –0.2629967 –0.1993984

(–0.99) (–1.02) (–0.77)

p-Value 0.325 0.310 0.44

Ownership status –6.775843 –6.197246

(–4.38)*** (–3.99)***

p-Value 0 0

Fair market value 2.83E-07

(2.61)**

p-Value 0.009

Adjusted R2 0.2512 0.2543 0.2786 0.2873

No. of observations 480 480 480 480

Source: The author.

Note: *** and ** represent that t values are significant at 1% and 5% level respectively.

Table 3.2. Effect of Treatment on Difference in Summer Water Use Per Capita

RHS Variables 1 2 3 4

TREATDUM 4.687328 4.789891 4.460864 4.572712

(4.25)*** (3.27)*** (3.04)*** (3.08)***

p-Value 0 0.001 0.003 0.002

Age of house 0.0221358 0.0209373 0.0310674

(0.11) (0.1) (0.15)

p-Value 0.915 0.919 0.881

Ownership status  –2.504313 –2.412152

 (–2.02)* (–1.93)

p-Value 0.044 0.054

(Table 3.2 Continued)



10 Global Business Review

RHS Variables 1 2 3 4

Fair market value   4.51E-08

  (0.52)

p-Value 0.606

Adjusted R2 0.0344 0.0364 0.0446 0.0371

   

No. of observations 480 480 480 480

Source: The author.

Note: *** and * represent that t values are significant at 1% and 10% levels respectively.

Table 3.3. Effect of Treatment on Difference in Winter Water Use Per Capita

RHS Variables 1 2 3 4

TREATDUM 6.836376 5.556974 5.253273 5.406465

(6.61)*** (4.06)*** (3.82)*** (3.89)***

p-Value 0 0 0 0

Age of house –0.2761299 –0.2772362 –0.2633617

(–1.42) (–1.43) (–1.35)

p-Value 0.156 0.153 0.176

Ownership status –2.311545 –2.18532

(–2)* (–1.87)

p-Value 0.047 0.063

Fair market value 6.17E-08

(0.76)

p-Value 0.450

Adjusted R2 0.0817 0.0837 0.0894 0.0886

No. of observations 480 480 480 480

Source: The author.

Note: *** and * represent that t values are significant at 1 % and 10% levels respectively.

The results of the estimation of water use per capita (WaterusePC) have been displayed in Table 4 for 
each of the rich households, poor households and for both types of households together. The results of 
Table 4 are as follows. First, for rich households, all coefficients of TREATDUM related to all regressions 
are significant and are of expected signs. For poor households, the coefficients of TREATDUM show 
correct negative signs for all types of water use, such as, average water use, summer water use and winter 
water use but it loses statistical significance in some cases. The result of estimation of WaterusePC for 
both rich and poor households taken together also corroborates the previous findings of Table 4. Though 
in all cases adjusted R2 possesses low values, these results seem to suggest that ‘neighbourhood 

(Table 3.2 Continued)
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comparison’ treatment matters for lower water use per capita for all types of households. In order to 
establish the robustness of the results obtained in Table 4, the control variables, namely, age of house, 
ownership status, house fair market value, number of family members, education level in terms of years 
of schooling and race, have been considered along with the treatment of the dummy variable, 
TREATDUM. It is evident from Tables 5–7 that after inclusion of the abovementioned control variables, 
the coefficient of TREATDUM does not lose the level of statistical significance and it shows correct 
negative signs in each case. Moreover, the values of adjusted R2 have been improved as the explanatory 
power of regression has been increased due to the inclusion of control variables. This study considers the 
education level of respondents and race as control variables which act as a proxy for environmental 
preference. Ferraro and Miranda (2013) argue that environmental preference varies with education level 
and race. Here, we measure the education level in terms of years of schooling. For measuring race, this 
study considers three categories—general, scheduled caste and scheduled tribe. The variable race takes 
the value 1 if the respondent belongs to the general category, 2 if the respondent belongs to the scheduled 
caste category and 3 if the respondent belongs to the scheduled tribe category. It is assumed that people 
belonging to scheduled caste and scheduled tribe categories are generally poor and the majority of them 
reside in a rented house. Hence, they have less incentive to reduce water consumption. The number of 
family members acts as another control variable as water use per capita generally rises as the number of 
family members increases. The rationale behind including other control variables has already been 
explained above in the present article.

Table 4. Effect of Treatment on Water Use Per Capita

RHS Variables
For Rich 

Households
For Poor 

Households

For Rich and Poor 
Household Taken 

Together
Average water use per capita TREATDUM –41.64667 –7.083968 –24.36532

(–13.58)*** (–2.28)* (–6.84)***
p-Value 0 0 0
Adj. R2 0.4342 0.0173 0.0872
No. of 

observations
240 240 480

Summer water use per capita TREATDUM –20.45778 –3.41418 –11.93598
(–6.54)*** (–0.98) (–2.94)***

p-Value 0 0.326 0
Adj. R2 0.1489 0.0041 0.0158
No. of 

observations
240 240 480

Winter water use per capita TREATDUM –22.55222 –3.128624 –12.84042
(–8.29)*** (–0.95) (–3.55)***

p-Value 0 0.344 0
Adj. R2 0.224 0.0038 0.0236
No. of 

observations
240 240 480

Source: The author.

Note: *** and * represent that t values are significant at 1% and 10% levels.
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Table 5. Effect of Treatment on Average Water Use Per Capita

RHS Variables
For Rich 

Households
For Poor 

Households
For Rich and Poor 

Households Taken Together

TREATDUM –41.6467 –7.0839 –24.3653

(–19.86)*** (–3.57)*** (–13.28)***

p-Value 0 0 0

Education level 1.04 1.1628 1.2037

(3.05)*** (3.45)*** (5.12)***

p-Value 0.003 0.001 0

Race 5.5987 –1.6069 2.3134

Average water 
use per capita

(3.86)*** (–1.14) (1.87)

p-Value 0 0.256 0.062

Age of house 2.3842 2.5463 –0.3342

(5.03)*** (4.95)*** –0.80

p-Value 0 0 0.423

No. of family members 10.94 10.6838 11.8706

(9.5)*** (15.57)*** (16.16)***

p-Value 0 0 0

Ownership status –9.6642 –6.9349 1.9685

(–1.13) (–3.27)*** (0.79)

p-Value 0.260 0.001 0.431

House fair market value 2.22 × 10-6 –0.0001 6.03 × 10-6

(3.85)*** (–1.39) (15.16)***

p-Value 0 0.164 0

Adjusted R2 0.7354 0.5973 0.7580

No. of observations 240 240 480
Source: The author.

Note: *** represents that t values are significant at 1% level.

Table 6. Effect of Treatment on Summer Water Use Per Capita

RHS Variables
For Rich 

Households
For Poor 

Households
For Rich and Poor 

Households Taken Together

TREATDUM –20.4577 –3.4142 –11.9359

(–10.06)*** (–1.57) (–6.92)***

p-Value 0 0.117 0

Education level 0.1886 1.5061 2.0861

(0.57) (4.08)*** (9.43)***

p-Value 0.570 0 0

Race 5.0109 4.0069 1.7588

(Table 6 Continued)
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RHS Variables
For Rich 

Households
For Poor 

Households
For Rich and Poor 

Households Taken Together

Summer water 
use per capita

(3.56)*** (2.60)*** (1.51)

p-Value 0 0.01 0.130

Age of house –0.1061 3.3605 1.9357

(–0.23) (5.97)*** (4.94)***

p-Value 0.818 0 0

No. of family 
members

15.2872 11.7718 13.6156

(13.7)*** (15.57)*** (19.72)***

p-Value 0 0 0

Ownership status –3.7926 –8.6330 2.9418

(–0.46) (–3.72)*** (1.25)

p-Value 0.468 0 0.211

House fair market 
value

3.19 × 10-6 –0.0001 6.49 × 10-6

(5.70)*** (–1.90) (17.37)***

p-Value 0 0.058 0

Adjusted R2 0.6402 0.6074 0.8218

No. of 
observations

240 240 480

Source: The author.

Note: *** represents that t values are significant at 1% level.

Table 7. Effect of Treatment on Winter Water Use Per Capita

RHS Variable
For Rich 

Households
For Poor 

Households

For Rich and Poor 
Households Taking 

Together

TREATDUM –22.5522 –3.1286 –12.8404

(–12.15)*** (–1.44) (–7.86)***

p-Value 0 0.151 0

Education level 0.2595 1.6100 1.8757

(0.86) (4.36)*** (8.96)***

p-Value 0.392 0 0

Race 4.1128 3.78 1.1774

Winter water 
use per capita

(3.20)*** (2.45)*** (1.07)

p-Value 0.002 0.02 0.285

Age of house –0.6025 3.5112 2.1548

(–1.44) (6.24)*** (5.80)***

(Table 6 Continued)

(Table 7 Continued)
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RHS Variable
For Rich 

Households
For Poor 

Households

For Rich and Poor 
Households Taking 

Together

p-Value 0.152 0 0

No. of family members 12.9019 11.7583 11.7583

(12.67)*** (17.9)*** (17.99)***

p-Value 0 0 0

Ownership status 7.0375 –8.7016 4.4584

(0.93) (–3.750*** (2)

p-Value 0.354 0 0.046

House of fair market 
value

3.02 × 10-6 –0.0001 5.81 × 10-6

(5.91)*** (–2.37)** (16.42)***

p-Value 0 0.018 0

Adjusted R2 0.6375 0.5666 0.8014

No. of observations 240 240 480

Source: The author.

Note: *** and ** represent that t values are significant at 1% and 5% levels respectively.

Discussion

In the present study, it is revealed that the ‘neighbourhood comparison’ message causes significant 
reductions in water consumption per capita. The results are in line with the studies done by Ayres et al. 
(2009), Alcott (2011), Costa and Khan (2010) and Ferraro and Miranda (2013). The present experimental 
study shows that the effect of social comparison treatment is strong on households’ water consumption. 
The experiment also reveals how different demographics were affected by the treatment. In the experiment, 
households in the treatment group with higher house values saved more water than households with lower 
fair market values of houses. Thus, the ‘neighbourhood comparison’ message had a strong and significant 
effect on water use and high-income households are the most responsive to the message.

Conclusion

Economists have only recently started to explore the effect of non-pecuniary strategies, such as appeals 
to pro-social behaviour or the use of social comparisons, as a means to influence individual decision-
making and promote pro-social behaviours. This study seeks to further our understanding of such 
strategies by exploring whether they influence household-level consumption decisions.

The objective of this article is to show the negative linkage between water usage by household and 
‘neighbourhood comparison’ in the Indian context and to show the effectiveness of non-pecuniary incentives 
like peer-group comparison in reducing water usage by households. Accordingly, this research sought to 
assess the use of the non-pecuniary incentive, ‘neighbourhood comparison’, as a tool for giving a signal to 

(Table 7 Continued)
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water users in lowering water consumption. This study is a departure from traditional energy-efficiency 
programmes as it is a non-price intervention study based on behavioural science. In the case of water 
conservation programmes based on pecuniary incentives, the average responses of households are slow and 
high-income households are least responsive. Thus, the present work is a remarkable departure from the 
price mechanism and it uses randomized control trials. The study suggests that behavioural intervention can 
supplement price-based tools to tackle the issue of water conservation at the household level.

Managerial Implications

This article examines the effect of a social comparison–based programme on households’ water usage. 
The study provides information on (a) current water usage, (b) comparison to the previous usage and (c) 
comparison to similar nearby households. This article contributes to a substantial body of research in the 
water sector and in social comparison programmes in water resource management by households.
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Appendix A

Randomized Experimental Design

480 respondents
(Randomly chosen)

240 respondents
(EXPERIMENTAL GROUP)

240 respondents
(CONTROL GROUP)

Survey Questionnaire on Water Usage Pattern at the Household Level

Water is life because plants and animals cannot survive without water. A total of 70 per cent of the 
Earth’s surface is covered with water. Freshwater availability is only 35 cubic kilometres and only  
40 per cent of this can be used by human beings. But due to the growing human population, severe 
neglect and over-exploitation of this resource, water is becoming a scarce commodity.
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In the above context, I would like to undertake a study on Effect of Non-pecuniary based Incentive 
Mechanism to Reduce Water usage at Household Level and to Achieve Positive Environmental Outcome.

General Information on Availability of Water Resources and Recent Trends

The following table gives you a comprehensive overview of the existing water resources available in 
India and the recent trends in a very brief manner.

Information About Existing Water Resources Available in India

Items Quantity (Cubic km)

Annual precipitation (including snow fall) 4,000

Average annual availability 1,869

Per capita water availability (2001) in cubic metres 1,820

Estimated utilizable water resources 1,122

a. Surface-water resources 690 

b. Ground-water resources 431 

Recent trends ● Water pollution is on the rise.
●  70% of the surface-water resources and growing 

percentages of ground-water reserves are 
contaminated by toxic organic and inorganic 
pollutants.

● Depletion and contamination of ground-water level.

Source: Report on Water Resources, 2011, Central Water Commission, India.

The purpose of this survey is to learn your water usage pattern in general. Your response will be kept 
confidential and used only for academic purpose.

1. Name of the respondent: ………………………………………………………………
2. Gender of the respondent: ……………………………………………………………..
3. Occupation of the respondent:
4. Family’s water consumption per day (in litres or in buckets):

a. Bathing ………………………………..
b. Washing utensils …………………………
c. Washing of clothes ……………………..
d. Washing the house ………………………
e. Toilet flushing ………………………..
f. Usage for any other purpose …………………………

5.  Family’s current water consumption level in a day (in litres or in number of buckets) …………
……………………………………………………………………………………

6.  Water consumption level in summer (March to October) [in litres or in buckets] ………………
………………………………………………………………………………

7.  Water consumption in winter (November to January) [in litres or in buckets]……………………
………………………………………………………………..

8.  Given that the water usage by an average household per day is 150–200 litres, do you think your 
usage is more.
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completely disagree neutral agree completely agree
disagree (1) (2) (3) (4) (5)

9. Age of the house in which the family is residing …………………………………..
10. The ownership status of the family [please put a tick]:

Owner occupants / Renters
11. House’s fair market value (in `): ………………………………………….
12. Number of family Members: ………………………………………………………
13. Number of adult members (above 18 years of age) ……………………………...
14. Number of teenagers in the family ………………………………………………..
15. The family belongs to which caste group [please put a tick]

Scheduled Caste/Scheduled Tribe/general
16. The family belongs to which Religious Group [please specify] ……………………..

After one year we will come back to you!
Residential Address: ………………………………………….
………………………………………………………………….
………………………………………………………………….
………………………………………………………………….
…………………………………………………………………..
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1.
 

Introduction
 

The manufacturing sector of a country is generally considered as an engine of 

growth. The performance of the manufacturing sector in India has become a 

central issue during the post-reform period which needs to be assessed 

empirically. The share of employment, output, Gross Value Added (GVA) and 

capital of the industrially developed states such as Maharashtra, Gujarat and 

Tamil Nadu is
 
high in the organised manufacturing sector

 
compared to the other 

small states such as Uttarakhand, Jammu and Kashmir and Himachal Pradesh. 
Industrially developed states showed less concentration of industries in their 

manufacturing sectors while industrially less developed states such as Odisha, 

Jharkhand, Chhattisgarh and Goa registered high concentration over the period. 

The assessment of the factor intensity of the states reveal that the industrially 

developed states
 
made

 
higher use of the capital-intensive techniques.

 
Over the 

period of the study, the states have exhibited shifts in their factor intensities used 

in the production process. Differences in the extent of industrialisation are one of 
the most glaring aspect of the variations in the levels and structure of state 

economies. The probable reasons for interstate variations in industrial growth 

may be the factors, like, infrastructure, human development and expanding 

market. More industrialised states had a more diversified industrial structure than 

those of lower level of industrialisation.  

In recent period, the productivity growth has been recognised as the 

dominant determinant of the economic growth. Productivity growths in the 

manufacturing sector have been considered as the most significant policy variable 
in the formation of growth oriented industrial strategy. Productivity growth is 
essential not only to increase output, but also to improve the competitiveness of 

an industry both in the domestic and international markets. The growth of an 

economy is governed by two distinct sources – productivity driven growth and 

input growth through the increase in factors of production which is certainly 

subjected to diminishing returns and is not sustainable in the long run. The 

productivity-driven growth is the growth in output that cannot be explained by 
the growth in total inputs. It is normally credited to the improvement in 

knowledge, organisational structure, human resources management, skills 

attainment, information technology and efficient use of factors of production. 

Productivity growth is accepted as a key characteristic
 
of economic dynamism. 

Economic performance of a unit is generally supposed to be reflected in its 

productivity which is measured by the ratio of its output to its inputs. 

Alternatively, Total Factor Productivity Growth (TFPG) is output growth less the 

sum total of input share weighted input growth. It is often argued that the 

economic liberalisation promotes industrial productivity and input use efficiency 
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(Goldar,
 
2000). It becomes pertinent to analyse

 
the productivity performance of 

the industrial sector which is facing
 
stiff competition from outside world in the 

era of globalisation and liberalisation where the role of government is restricted. 

The sole objective of highly liberalised policies was to augment productivity and 
efficiency in Indian industries by creating a

 
competitive environment.

 

Over the years,
 
there are significant numbers of studies that examine 

performance of manufacturing industries in India. Some of the studies are done 

by Desai
 
(1981), Patnaik

 
(1981), Rangarajan (1982), Ahluwalia (1985), Goldar 

and Seth (1989), Nagaraj (1989), Albin (1990), Sengupta
 
(1993), Upendranath 

et.al. (1994), Burange (1999), Unni et.
 
al.

 
(2001), Das (2004). Although some of 

the earlier studies make a comparative analysis on the interstate variation in 
growth performance of manufacturing sector in India but there is a dearth of 

literature that incorporates the recent time series dataset.   

At the very outset, the present study examines the growth performance of 

manufacturing industry by taken into account 16 major states in India. The study 
is an endeavour to analyse the growth performance of various important variables 

affecting Indian manufacturing sector before and after economic reforms at 

disaggregated state levels.  The comparative analysis of the growth rate in the 
pre-reform period and post-reform period provides the validity of the basic policy 
change adopted in 1991. Besides the Introduction in Section 1, this paper has 

been organised as follows: Section 2 presents regional distribution of industries in 
India. Section 3 highlights the database and measurement of variables.  Section 4 

reports the methodology adopted for empirical estimation. Section 5 reports the 

empirical results. Section 6 reports a disaggregated analysis of productivity trends 
across industries. Section 7 concludes and draws policy measures.  

2. Regional Distribution of Industries across States in India 
This section begins with analysing the regional distribution of manufacturing 

industries across 16 states and 4 major regions in India. Table 2.1 reports the 

share of regions and states in organised sector manufacturing employment during 
the years: 1987-88, 1997-98 and 2010-11 respectively. Table 2.2 shows the share 

of states in terms of gross output. It is obvious that the southern region has gained 

employment share from about 29 per cent in 1987/88 to 34.8 per cent in 1997/98, 
whereas the eastern region has considerably lost their share from 17.7 to 14.4 per 

cent during the same period. The employment share of the central region remains 

more or less same during the period of study and that of the north-west region 
fluctuates over the years. A state level analysis of the employment share 
corresponding to the eastern region shows that the sharp decline in the share of 

employment share is largely due to sharp decline in the share of West Bengal and 
to some extent Bihar. While the share of Assam and Odisha remains more or less 
the same.  On the other hand, the insignificant fall in the employment share of 
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central region between 87/88 and
 
97/98 is mainly due to decline in the share of 

Maharashtra while the share of Gujarat and
 
Madhya Pradesh decline marginally 

and that of Rajasthan remains more or less
 
the

 
same. Empirical results

 
showing 

the share of states in terms of gross output is reported in Table 2.2 as mentioned 

above. The share of the eastern region has significantly declined from about 16 
per

 
cent in 1987/88 to 8 per

 
cent in 2010/11 whereas that of the southern region 

has increased marginally between the same time points. The share of the north-

west region
 

has consistently declined in the respective years 1997/98 and 

2010/11. 

Table-2.1 
Share of States in Total Employment of Organised Manufacturing Sector 

(per cent) 
States/ Regions Share of States/ Regions Absolute change 

1987-88 1997-98 2010-11 1987-88 to 
1997-98 

1997-98 to 
2010-11 

Assam 1.31 1.55 1.31 0.24 -0.24 

Bihar 4.93 2.75 0.84 -2.18 -1.91 

Orissa 2.06 1.80 2.23 -0.26 0.43 

West Bengal 9.36 8.34 5.01 -1.02 -3.33 

Eastern Region 17.66 14.44 9.39 -3.22 -5.05 

Delhi 1.75 1.37 0.96 -0.38 -0.41 

Haryana 3.04 3.16 4.30 0.12 1.14 

Punjab 4.96 4.59 4.84 -0.37 0.25 

Uttar Pradesh 9.66 9.73 8.64 0.07 -1.09 

North- West Region 19.41 16.85 18.74 -2.56 1.89 

Gujarat 8.67 8.80 10.20 0.13 1.4 

Madhya Pradesh 4.82 4.67 4.86 -0.15 0.19 

Maharashtra 15.66 14.76 13.38 -0.9 -1.38 

Rajasthan 3.01 2.94 3.40 -0.07 0.46 

Central Region 32.16 31.17 31.84 -0.99 0.67 

Andhra Pradesh 9.17 12.09 10.25 2.92 -1.84 

Karnataka 4.98 6.28 6.16 1.3 -0.12 

Kerala 3.14 3.60 3.00 0.46 -0.6 

Tamilnadu 11.45 12.85 15.31 1.4 2.46 

Southern Region 28.74 34.82 34.72 6.08 -0.1 

Total of 16 States 97.97 97.28 94.69 -0.69 -2.59 
Other States 2.03 2.72 5.31 0.69 2.59 
All India 100 100 100   

Source: Based on ASI data, provided by CSO 
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Table-2.2
 

Share of States in Gross output of Organised Manufacturing Sector
 

(per cent)
 

States/Regions
 

Share of States/ Regions
 

Absolute change
 

1987-88
 

1997-98
 

2010-11
 

1987-88 to
 
1997-98

 
1997-98 to

 
2010-11

 

Assam
 

1.25
 

0.91
 

0.91
 

-0.34
 

0
 

Bihar
 

5.26
 

3.51
 

0.77
 

-1.75
 

-2.74
 

Orissa
 

1.90
 

1.81
 

1.97
 

-0.09
 

0.16
 

West Bengal
 

7.20
 

5.08
 

4.41
 

-2.12
 

-0.67
 

Eastern Region
 

15.61
 

11.31
 

8.06
 

-4.30
 

-3.25
 

Delhi
 

2.10
 

1.86
 

1.04
 

-0.24
 

-0.82
 

Haryana
 

3.50
 

3.94
 

4.60
 

0.44
 

0.66
 

Punjab
 

5.00
 

3.88
 

3.18
 

-1.12
 

-0.7
 

Uttar Pradesh
 

8.88
 

8.70
 

8.51
 

-0.18
 

-0.19
 

North-
 
West Region

 
19.48

 
18.38

 
17.33

 
-1.10

 
-1.05

 

Gujarat
 

10.65
 

12.87
 

17.25
 

2.22
 

4.38
 

Madhya Pradesh
 

5.20
 

5.36
 

4.56
 

0.16
 

-0.8
 

Maharashtra
 

21.32
 

21.00
 

16.79
 

-0.32
 

-4.21
 

Rajasthan 2.83 3.45 3.21 0.62 -0.24 

Central Region 40.00 42.68 41.81 2.68 -0.87 

Andhra Pradesh 5.93 6.88 7.35 0.95 0.47 

Karnataka 4.26 5.17 6.11 0.91 0.94 

Kerala 2.71 2.42 1.75 -0.29 -0.67 

Tamilnadu 10.62 10.01 10.10 -0.61 0.09 

Southern Region 23.52 24.48 25.31 0.96 0.83 

Total of 16 States 98.61 96.85 92.51 -1.76 -4.34 

Other States 1.39 3.15 7.49 1.76 4.34 

All India 100 100 100   

Source: Based on ASI data, provided by CSO 

Viewed in terms of gross output, the eastern regions’ declining share is 

mainly due to the decline in the share of output in West Bengal and Bihar. The 

increasing share of the southern region is attributed to the share of Andhra 
Pradesh and Karnataka in contrast to the state, Tamil Nadu that has consistently 
shown lower share during the time points as considered in the present analysis. 
Individually, West Bengal, Maharashtra, Bihar and Tamil Nadu have 

significantly lost their share in gross output, while Gujarat, Andhra Pradesh, 
Haryana and Karnataka have improved their position in the years 1997/98 and 
2010/11 respectively. It is remarkable to note that though Tamil Nadu has 

improved its share in terms of employment over the years, it has a stable position 
in terms of gross output throughout the years.  

3. Database and Measurement of Variables 
3.1 Database 

The present study emphasises on organised manufacturing sector. The basic data 
source for the time series data on variables such as value added, capital, 

employment for the organised manufacturing industries is Annual Survey of 

5June 2020



Industries (ASI) published by Central Statistical Organisation (CSO) and 

Economic and Political Weekly Research Foundation (EPWRF). For the present 

study, the consistent and comparable time-series database is prepared based on 

NIC-87 by using the available two-digit concordance tables.  

3.2 Period of the Study 

The study covers the period from 1980-81 to 2007-08. To ascertain the impact of 
alternative policies of trade and technology on industrial growth, we have divided 

the whole period in to two sub-periods: 1980-81 to 1990-91 (pre-reform period) 

and 1991-92 to 2007-08 (post-reform period).  

3.3 Measurement of Variables 

The present study has considered two output variables namely, GVA at constant 

prices and gross output and three input variables namely, gross fixed capital at 

constant prices, number of employees and total emoluments at constant prices for 

16 major states. Appropriate price deflators have been used to deflate the dataset 
at constant prices. The standard practice of perpetual inventory method 

(Appendix-1) has been followed to generate the series of gross fixed capital stock 

at constant prices. The figures of total persons engaged provided by ASI consists 
of both non-production and production workers, and it has been as the measure of 

labour input. The variable, namely, total emoluments can be defined as the sum 

of wages and salaries, employers’ contribution as provident fund and other funds, 

and workmen and staff welfare expenses. After converting GVA at constant 

price, gross fixed capital at constant price we have divided these variables by the 

number of factories in each state following Ray (2002) and Kumar (2001). This 

step results GVA at constant prices per factory, gross fixed capital at constant 

prices per factory and total person engaged per factory in a state.  

4. Methodology 

4.1 Model Specification for estimation of Sub Period Growth Rate 

We have applied linear spline function developed by Poirier (1974) to obtain the 

growth rates of more than one period in single regression estimation. The use of 
such a regression model becomes relevant when a significant structural break 

exists in the time series under evaluation. Although, the periods of estimated 

growth rates differ according to the availability of the data, the structural break is 
common in the year 1990-91. To calculate the growth rate of selected key 

variables for the entire study period (1980-81 to 2007-08), semi-log trend 

equation has been used as follows. 

    ln t tY t                (4.1.1) 
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The estimated value of 
 
represents an average annual growth rate of 

the variable under evaluation.
 
Assuming that there are two sub-periods, two 

equations are needed to be formulated which takes the following
 
forms:

 

Sub-Period 1:
 

1 1ln t tY t       
When 1t t      

(4.1.2)
 

           Sub-Period 2: 

2 2 2ln tY t         When 
2

t t       (4.1.3) 

To tackle the discontinuities in the sub-period wise growth rate, the 

reparametrised form of linear spline function is as follows. 

  
2 1 1 2 2 2

ln t t tY             (4.1.4) 

   Where,  

           1t = t and 1

2

1 2

0    if    t
  

t-t  if   t < t
t

t
 


 

The value ( 1 x100) is the measure of pre-reforms average annual growth 

rate where as,
 1 2

( ) 100   
provides an average annual growth rate during the 

post-reforms period. To check significance of the estimated growth rates during 
pre-reforms period, simple t-statistics has been used. However, to test the 

significance of post-reforms
 
period,

 
a
 
restriction

 1 2( ) 0  is tested using F-

statistics.
 

5. Empirical Results
   

Estimation of linear spline function
 
as given by equations (4.1.1) and

 
(4.1.4)

 provides the estimated growth rate of the relevant key variables considered for 

the present study.
 
The estimated results are reported in the following sub sections.

 5.1 Analysis of Interstate variation in growth rate of GVA
 

Table 5.1 summarises
 
the growth scenario of GVA in the manufacturing sector of 

various states during pre and post reform period

 
and Fig.

 
5.1 graphically presents 

the results.

 
It has been observed that GVA in the manufacturing

 
sector of three 

states namely,

 

Gujarat, Haryana and Karnataka follow higher growth rate during 

post-reform period in comparison to pre-reform period. Thus, the reform process 

has

 

a positive

 

impact on

 

income generation among manufacturing sector of these 

states. Except these three states negative impact of economic reforms has been 

observed in the remaining states.

 

It is remarkable to note that Rajasthan has 

witnessed a negative growth rate during the entire study period. 

 

Considering the 
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entire period of study,

 

it is interesting to note that Andhra Pradesh has grown at 

highest annual growth rate of 12.07 per

 

cent per annum. 

 

The growth rate calculated for the entire period shows that the states, 

Andhra Pradesh and Assam rank at top positions
 
among all states considered 

under present study.
 

Table-5.1
 

Growth rate of GVA in Indian Manufacturing Per Factory
 

(in per
 
cent)

 

States
 Pre-Reform (1980/81-

1990/91)
 Post-Reform

 

(1991/92-2007/08)
 Entire Period

 

(1980/81-2007/08)
 

Andhra Pradesh
 

13.00***
 

11.50
 

12.07***
 

Assam
 

16.00***
 

9.40***
 

12.05***
 

Bihar
 

19.2***
 

-7.12***
 

3.32**
 

Delhi
 

7.00***
 

0.80***
 

3.25***
 

Gujarat 5.80*** 9.80 2.56*** 

Haryana 2.70*** 5.90*** 4.65*** 

Karnataka 5.10*** 5.80 2.95*** 

Kerala 2.80*** -1.80*** 0.030 

Madhya Pradesh 16.20*** 7.30*** 0.98*** 

Maharashtra 14.25*** 9.30** 1.38*** 

Orissa 8.24*** 3.50* 1.83*** 
Punjab 16.75*** 6.40*** 0.69*** 
Rajasthan 13.12*** 6.90* -0.72*** 
Tamil Nadu 2.72* 2.08 0.83*** 
Uttar Pradesh 15.80*** 7.42*** 0.70*** 
West Bengal 11.2*** 7.00*** 4.16*** 
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Fig. 5.1:Interstate Variation in Growth Rate in GVA

Source: Based on Table 5.1

 5.2 Analysis of Interstate variation in growth rate of gross output 
 Table 5.2 presents inter-state variations in growth summary of manufacturing 

output in the states. Here also acceleration in the growth rates has been observed 
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among manufacturing sector of five states namely, Gujarat, Haryana, Karnataka, 

Tamil Nadu and Kerala. Except these states deceleration has been observed in the 

remaining eleven states. Hence, in majority of states negative impact of economic 

reforms has been observed in the growth of output variables as shown in Fig. 5.2. 

The growth analysis over the entire study period reveals that output in seven 

states namely; Andhra Pradesh, Madhya Pradesh, Maharashtra, Punjab, 

Rajasthan, Uttar Pradesh
 
and West Bengal is rising at a rate above 10 per cent per 

annum. Among these states except Andhra Pradesh the growth of value added 

had been observed at a very slow rate. High growth of output is coupled with low 

growth of GVA represents that the cost of raw material has been increased at a 

very high rate. 
 

Table-5.2 

Growth Rate of Output in Indian Manufacturing Per Factory  

(in percentage) 
States Pre-Reform 

(1980/81-1990/91) 
Post-Reform 

(1991/92-2007/08) 
Entire Period 

(1980/81-2007/08) 

Andhra Pradesh
 

11.20***
 

9.50
 

10.12***
 

Assam
 

12.20***
 

9.70
 

8.55**
 

Bihar 15.00*** 4.80*** 8.85*** 

Delhi 4.90*** 2.50*** 3.52*** 

Gujarat 4.40*** 8.00*** 6.70*** 

Haryana 4.90*** 6.10 5.58*** 

Karnataka 5.40* 7.40* 6.70*** 

Kerala -0.10 3.80 2.74*** 

Madhya Pradesh 17.30*** 9.80*** 12.82*** 

Maharashtra 13.30*** 11.30** 12.15*** 

Orissa 7.30*** 3.10** 4.77*** 

Punjab 15.90*** 8.00*** 11.16*** 
Rajasthan 14.30*** 8.10*** 10.62*** 
Tamil nadu 4.50** 4.20* 3.25*** 
Uttar pradesh 15.10*** 10.10*** 12.13*** 
West Bengal  10.90*** 9.80 10.31*** 
Notes: *, **, and *** represent significance at 10%, 5% and 1% respectively.  
Source: Authors’ own calculation.  
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Fig 5.2 Interstate Variation in Growth Rate in Output

Source: Based on Table 5.2
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5.3 Analysis of Interstate variation in the growth rate of Fixed Capital
 

Table 5.3 represents the growth rate of capital among the selected states over the 

study period under evaluation. The highest growth of capital has been observed in 

Kerala followed by Assam, Gujarat and Andhra Pradesh and the value is 

significant at one per
 
cent level of significance. We have considered the analysis 

of the growth rate of fixed capital in order to capture the trend of investment in 

the manufacturing sector across states. Bihar has witnessed negative growth rate 

during post-reform period. The interstate variation in growth rate of fixed capital 

is graphically presented in Fig. 5.3.
 

Table-5.3 

Growth Rate of Fixed Capital in Indian Manufacturing Per Factory 

(in percentage) 
States Pre-Reform 

(1980/81-1990/91) 
Post-Reform 

(1991/92-2007/08) 
Entire Period 

(1980/81-2007/08) 

Andhra Pradesh
 

8.30***
 

4.30***
 

5.87***
 

Assam 6.00*** 9.00** 7.67*** 

Bihar 2.40** -4.70*** 1.92*** 

Delhi 1.50* 1.70* 1.62*** 

Gujrat 8.20*** 7.10*** 7.53*** 

Haryana 4.00*** 3.60*** 3.78*** 

Karnataka 5.80*** 6.80*** 6.40*** 

Kerala 4.10*** 0.20 11.68*** 

Madhya Pradesh 7.70*** 3.70*** 2.93*** 

Maharashtra 7.40*** 2.50*** 5.23*** 

Orissa 10.20*** 5.30*** 5.54*** 

Punjab 5.90*** 0.000 2.28*** 
Rajasthan 5.10*** 0.60*** 2.45*** 
Tamil Nadu 6.70*** 2.80*** 4.35*** 
Uttar Pradesh 6.00*** 0.80*** 2.87*** 
West Bengal 7.80*** 1.60*** 4.17*** 
Notes: *, **, and *** represent significance at 10%, 5% and 1% respectively.  
Source: Authors’ calculation 
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Fig 5.3: Interstate Variation in Growth Rate in Fixed Capital

Pre-Reform (1980/81-1990/91) Post-Reform (1991/92-2007/08)
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A close look to the Fig.5.3 highlights the fact that Odisha has

 
achieved 

highest growth rate of above 10
 
per cent

 
among all the states during pre-reform 

period and Punjab has achieved least growth rate during post-reform period. 

Bihar has achieved negative growth rate of capital during the post-reform period 

among all
 

the states considered for the present study. Again, Punjab has 
witnessed almost zero growth rate of fixed capital during post-reform period. In 

contrast, the same state has achieved significantly positive growth rate during the 

entire study period. The states, Gujarat, Karnataka,
 

and Haryana maintained 

positive growth rate of fixed capital consistently during the pre-reform as well as 

post-reform period.
 

5.4 Analysis of Interstate variation in the growth rate of emoluments  

Table 5.4 provides estimated growth summary of emoluments among the 

manufacturing sector of the Indian states. The highest emolument growth has 

been observed in the manufacturing sector of Assam followed by Andhra 
Pradesh. However, growth of emolument in Kerala is the lowest one. The 

manufacturing sector of Kerala has been noticed with the highest growth rate of 

capital but, least growth of emolument. The causes behind such evidence seem to 

be the knowledge spillovers and capital-intensive nature of the manufacturing 

sector of Kerala. Given the highest literacy rate, people prefer to use capital 

intensive techniques to reap the benefits of the capital deepening and have an 

aversion to the use of labour-intensive technology. Hence, given the high demand 

for capital, the price of capital is high and that of labour is low consequently, the 

emoluments growth is least in the manufacturing sector of Kerala. 

Table-5.4 
Growth Rate of Emoluments in Indian Manufacturing per Factory 

(in percentage) 
States Pre-Reform (1980/81-

1990/91) 
Post-Reform 

(1991/92-2007/08) 
Entire Period 

(1980/81-2007/08) 
Andhra Pradesh

 
6.00***

 
8.30***

 
7.42***

 
Assam

 
8.90***

 
8.30***

 
8.54***

 
Bihar

 
7.00***

 
-12.80***

 
4.93***

 
Delhi

 
1.80**

 
1.50

 
1.62***

 
Gujrat

 
2.80***

 
2.40***

 
2.58***

 Haryana
 

4.10***
 

2.90***
 

3.40***
 Karnataka

 
3.50***

 
2.60***

 
2.98***

 Kerala
 

2.20***
 

-1.40***
 

0.0308
 Madhya Pradesh

 
4.80***

 
-1.50***

 
0.982***

 Maharashtra
 

2.60***
 

0.60*
 

1.42***
 Orissa

 
4.00***

 
0.40**

 
1.83**

 Punjab

 
8.20***

 
-4.20***

 
0.689

 Rajasthan

 

2.60***

 

-2.90***

 

0.724*

 Tamil Nadu

 

0.30

 

1.20

 

0.828***

 Uttar Pradesh

 

1.90**

 

0.000

 

0.697***

 West Bengal

 

4.60***

 

-9.90*

 

4.18

 Notes:
 

*, **, and *** represent significance at 10%, 5% and 1% respectively. 

 Source: Authors’ own estimate
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The interstate variation in growth rate of emoluments is graphically 
presented in Fig. 5.4. The Fig.

 
5.4 reflects the fact that the states, namely, Bihar, 

Kerala, Uttar Pradesh, Punjab, Rajasthan, Madhya Pradesh, West Bengal have 

witnessed negative growth rate during the post-reform period. Assam has 
achieved highest growth rate during the post-reform period as well as for the 

entire study period. 
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Fig 5.4: Interstate Variation in Growth Rate of  Emoulments 

 

The overall analysis of growth performance of Indian manufacturing 

reveals the presence of significant interstate variation among the states in India. 

The impact of economic reforms on the growth performance of important 

variables have not resulted in favourable changes as was expected. In majority of 
the states, negative impact of economic reform has been observed, however, there 

are only few states in which reforms have been affected positively.  

6. Disaggregated Analysis of Productivity trends in Indian manufacturing 
sector 
The present section attempts to make an assessment towards the success of policy 

measures undertaken during reform period. At the very outset, we have attempted 
to make a comparative study of relative growth of output and inputs during the 

pre-reform and post reform period. The impact of economic reforms has been 

assessed on the basis of comparison of estimated growth rate of key variables 
during the two sub periods. Before starting the comparative analysis,  it becomes 
necessary to estimate growth rate of selected variables during the entire study 

period as well as for the two sub periods.  The following section presents the 

estimates of growth rate of relevant key variables.  
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Table-6.1
 

Total Factor Productivity (TFP) Growth in Indian Manufacturing Sectors
 

(per cent)
 

Industries
 Phase I

 

(1991-92 to 
1997-98)

 
Phase II 

 

(1998-99 to 
2001-2002)

 
Phase III 

 

(2002-03 to 
2007-08)

 
1991/92 to 

2007/08
 

15.
 
Food

 
products

 
&

 
beverages

   
-0.56

 
-0.24

 
0.95

 
0.05

 

16.
 
Tobacco

 
products

   
0.54

 
-1.55

 
-1.14

 
-0.54

 

17.
 
Textiles

   
0.49

 
1.20

 
1.78

 
1.12

 

18.
 
Apparel

 
&

 
dyeing

 
fur

   
-0.78

 
1.11

 
1.71

 
0.55

 

19.
 
Leather

 
products

 
&

 
tanning

   
1.31

 
-0.08

 
1.08

 
0.90

 

20.
 
Wood

 
&

 
wood

 
products

  
-10.03

 
1.13

 
1.13

 
-3.46

 

 
21.

 
Paper

 
&

 
paper

 
products

   
-1.30

 
0.32

 
1.86

 
0.20

 

22.
 
Publishing

 
&

 
printing

   
-2.12

 
-4.62

 
3.12

 
-0.86

 

23.
 
Coke

 
&

 
petroleum

 
products

   
-3.99

 
-0.47

 
2.39

 
0.91

 

24.
 
Chemicals

 
&

 
chemical

 
products

   
-1.25

 
-0.33

 
1.71

 
0.01

 

25. Rubber & plastic products   0.16 0.92 0.07 0.31 

26. Non-Metallic Minerals  0.29 1.69 1.18 0.93 

27. Basic metals   2.99 -1.04 -0.74 0.73 

28. Fabricated metals   0.25 -0.09 1.41 0.58 

29. Machinery & equipment   1.77 1.00 0.75 1.23 

30. Office, accounting &computing machinery 3.89 -0.48 -1.62 0.92 

31. Electric machinery & apparatus   3.10 -0.05 2.84 2.27 

32. Radio, T.V. & communication equipment 0.84 -1.58 0.48 0.15 

33. Medical, optical instrument &    watches etc -0.86 -0.81 2.17 0.22 
34. Motor vehicles & trailers   1.09 -2.27 4.02 1.33 
35. Transport equipment   1.68 1.72 2.75 2.07 
36. Furniture   2.80 -0.68 1.98 1.69 
All Manufactures 0.25 -0.09 1.41 0.58 
Source:

 
Virmani, Arvind, and Danish A. Hashim (2011): “J-curve of Productivity and Growth: Indian 

Manufacturing Post-liberalisation” IMF Working paper 11/163, July1.
 

The productivity growth in the post-reform period of 1990s declined 

from growth rate witnessed in the 1980s (Trivedi and Sinate, 2000).  This was a 

puzzle as the reform process was expected to accelerate productivity growth. 

Some experts have viewed that a fall in capacity utilisation was responsible for 

this phenomenon. They argued that due to surge in investment activities and high 

imports in post-reform period which was not accompanied
 
by commensurate rise 

in demand and capacity utilisation in the industry. The study by Virmani and 

Hashim (2011) uses ASI data from 1981/82 to 2007/08 with a view to trace the 

changing impacts of reforms on productivity and growth. For the purpose of 

analysis, the entire period has been divided into two periods: the pre-reform 

period from 1981/82 to 1990/91 (Period I) and post-reform period from 1991/92 

to 2007/08 (period II). Further, the post-reform period has been divided into three 

sub-periods: sub-period I (1991/92 to 1997/98), sub period 2 (1998/99 to 
2001/02); and sub-period 3 (2002/03 to 2007/08). The total factor productivity 

growth during post-reform period at disaggregated two-digit industry level is 
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depicted in Table 6.1. The TFP grew at 0.6 per
 
cent per annum in the 1980s and 

slowed down to 0.25 per cent per annum during sub-period 1, and in sub-period 

2, it further declined to -0.09 per cent per annum. In sub-period 3, the TFP growth 

picked up to 1.41 per cent per annum. Immediately after the post-reform period, 

the reform effect was negative on productivity and output growth. The main 
cause behind it was the effects of Balance of Payments shock (BOP), dramatic 

import liberalisation, diversification of firm’s
 
resources, learning new skills and 

technology. The slow-down accentuated during the second sub-period which 

yields initial J-curve portion. The dissemination of new technologies and product 

adoption promote acceleration in total factor productivity growth sharply during 

sub-period 3. For the
 
manufacturing sector as a whole, TFP gain during the post-

reform period has been 0.58 per cent per annum as shown in Table 6.1. The TFP 

grew at 0.6 per cent per annum in the 1980s and slowed down to 0.25 per cent per 

annum during sub-period 1, and in sub-period 2, it further declined to -0.09 per 

cent per annum. In sub-period 3, the TFP growth picked up to 1.41 per cent per 

annum. Immediately after the post-reform period, the reform effect was negative 

on productivity and output growth. The main cause behind it was the effects of 

BOP shock, dramatic import liberalisation, diversification of firms’ resources, 

learning new skills and technology. The slow-down accentuated during the 

second sub-period which yields initial J-curve portion. The dissemination of new 

technologies and product adoption promote acceleration in the TFP growth 

sharply during sub-period 3. For the manufacturing sector as a whole, TFP gain 

during the post-reform period has been 0.58 per cent per annum as shown in 

Table 6.1  

The economy completed the rising portion of the J-curve by 2007/08 and 

entered the upper portion of S-curve thereafter. So, it can be concluded that TFPG 

in the manufacturing sector has followed J-curve pattern. The J-curve is linked to 

obsolescence of capital and technology embodied in them. Trends in the 
productivity growth at sub-sector level of manufacturing showed much more 

varied pattern of productivity growth than at aggregate level. The productivity 

growth was more than one per cent per annum for six industries, namely, electric 

machinery and apparatus, transport equipment, furniture, motor vehicles and 
trailers, machinery and equipment

 
and textiles. Other industries experienced 

positive growth rate in TFP except wood and wood products, publishing and 

printing, and
 

tobacco products. Differences in productivity growth due to 

different policy reforms affect different industries to different degree. The 

empirical analysis establishes the fact that of the 22 two-digit
 
level industries, 

three followed S-curve pattern, eight followed J-curve pattern and ten followed a 

hybrid of S-J curve pattern. Only one industry followed the pattern of falling 

productivity. The reforms helped the productivity and output to grow. But it may 

not be high enough in all industries due to halting reforms, technological gap and 

rigid labour legislations and many other factors. 
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7. Conclusions and Policy implications
 

The analysis of growth performance of major manufacturing states reveals

 

that 

although India adopted economic reforms to augment efficiency of Indian 

manufacturing sector and make the manufacturing industries more competitive in 

the international market yet the results portray a gloomy picture. Reforms failed 

to mark a significant dent on the industrial performance as well as growth rate of 

value added, output, employment, emolument and fixed capital reveals huge 

regional variations among the Indian
 
states. The analysis discloses the existence 

of huge variation in the growth rates of all the important variables under 

evaluation among major states. 
 

The inter-state variations in the growth rate of manufacturing output 

shows that in the seven states namely; Andhra Pradesh, Madhya Pradesh, 

Maharashtra, Punjab, Rajasthan, Uttar Pradesh and West Bengal, the rates of 

output are above 10 per cent per annum. However, among these states, except 

Andhra Pradesh the growth of value added had been observed at a very slow rate. 

High growth of output coupled with low growth of GVA represents that the cost 

of raw material has increased at very high rate. The growth of employment in the 

manufacturing sectors of states under considerations depict that manufacturing 
sector of Bihar has registered highest employment growth followed by the 

manufacturing sector of Rajasthan. The analysis of the growth rates of capital 

among the states over the study period under consideration provides the highest 

growth in Kerala followed by Assam, Gujarat and Andhra Pradesh. 

An attempt to analyse the impact of economic reforms on the growth 

rates of important variables under consideration, it has been observed that GVA 
in the manufacturing sector of three states namely; Gujarat, Haryana and 
Karnataka are

 
rising comparatively at higher growth rate during post reform 

period in comparison to pre reform period. Thus, the reform process seems to be 

positively effecting income generation among manufacturing sector of these three 

states. Except these three states negative impact of economic reforms has been 

observed. Regarding the impact of economic reforms on manufacturing output, 

acceleration in the growth rates has been observed among manufacturing sector 

of five states namely; Gujarat, Haryana, Karnataka, Tamil Nadu and Kerala. 

Expect these states deceleration has been observed in the remaining eleven states. 

Hence, in majority of states negative impact of economic reforms has been 

observed in the growth of output

 

variables.

 The analysis reveals that employment opportunities in manufacturing 

sector have improved among five states namely; Andhra Pradesh, Gujarat, 

Maharashtra, Tamil Nadu and Uttar Pradesh. Among these states the observed 

improvement in Maharashtra is statistically insignificant where as in the 

remaining four states significant improvement has been noticed. In these five 

states there is only state Gujarat where growth of employment has become 
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positive during post-reform period in comparison to negative value during pre-

reform period. However, apart from these states, a negative impact of economic 

reforms on employment growth has also been noticed.
 

The empirical analysis of
 
productivity trends in organised manufacturing 

sector at disaggregated level establishes the fact that of the 22 two-digit level 
industries, three followed S-curve pattern, eight followed J-curve pattern and ten 

followed a hybrid of S-J curve pattern. Only one industry followed the pattern of 

falling productivity. So, the reforms have a positive impact the productivity and 

output to grow. 

The Indian planner must design appropriate policy measures so as each 

state can utilise its own resources to accelerate industrial growth in their own 
vicinity. Hence, reforms failed to bring significant improvement in the 

performance of overall Indian manufacturing sector. In this context, use of 

appropriate technology and optimum allocation of resources becomes a pre- 

requisite to achieve greater economies of scale in Indian manufacturing sector 
during post-reform era. In addition, technologically vibrant and internationally 

competitive manufacturing sector needs to be encouraged to make a sustainable 

contribution to national output and employment in the reformed era. 

Note 

The article is the outcome of the thesis submitted by the corresponding author to 

University of Burdwan, West Bengal in March, 2017 for the award of Ph.D 

degree & awarded in August, 2017 under the supervision of Prof. Maniklal 
Adhikary, Professor, University of Burdwan, Department of Economics, West 

Bengal, India. 
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APPENDIX-1 

A Perpetual Inventory Method (PIAM) 

The PIAM requires the estimates of capital stock for a benchmark year and 

investment in the subsequent years. Following Ahluwalia (1991), Balakrishnan 

and Pushpangadan (1994) the time series on capital stock has been generated by 

using the two equations as given below. 

 1t t t tI B B D    

 0

1

t

t i
i

K K I


    

where, I is the gross capital formation, B denotes the book-value of fixed 
assets, D is the depreciation, K is the stock of capital at current prices. Subscript 

‘t’ has been used to denote time. K0 is the base period capital stock which is 

estimated by doubling the book value of fixed capital stock for the bench mark 
year. Gross capital stock for the subsequent years has been arrived at by adding 

the gross investment figures to the stock of capital of the previous year. The 

series on gross capital stock at current prices (Kt) has been converted into real 

capital stock by deflating with wholesale price index for machinery and 

equipments with base year=100. 
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I. Introduction
THE PROCESS OF sustained increase in the level of industrialization

stands as a hallmark of economic strength and stability of an economy.
Industry is rightly regarded a leading sector in economic growth because of
its intensity in reproducible tangible capital, scale economies and greater
amenability to rapid technological changes. Due to its forward and backward
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and standard of living by more extensive and intensive utilization of the
productive resources, increasing the productivity of the economy, generating
gainful employment opportunities, providing a wide range of consumer
choice. In fact, industrialization increases productivity and standard of
living, creates industrial skills, promotes innovation and technological
development, promotes capital formation through higher wages and diverts
surplus farm labor to modern industry. To realize these benefits and hasten
up required socio-economic changes, top priority has been assigned to
industrialization in underdeveloped countries.

 Industrialization plays a crucial role in the process of economic
development of developing economies. It holds the key to providing lasting
solution to the problem of low economic growth. Through accelerating rate
of growth in these economies, industrialization creates more employment
opportunities and thus helps in poverty alleviation.
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Thispaper attempts to estimate

technical efficiency of Indian

manufacturing industries across

fifteen major states by estimating

a time varying stochastic frontier

production function and ineffi-

ciency effects model using panel

data. The study covers the time

period from 1993 to 2011 and

reveals that there is an increas-

ing trend of technical efficiency

across the states. The Indian in-

dustrial sector recorded

anaverage technical efficiency of

0.663. The estimated parameters

of the translog production model

using maximum likelihood method

are statistically significant at con-

ventional levels though their

signs differ. The likelihood ratio

test statistic rejects the Cobb-

Douglas production technology

as description of the database

given the specification of the

translog formulation.
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Introduction

Manufacturing is an important sector

in the Indian economy comprising about

31% of the non-agricultural sector, which

makes up 75% of the total GDP in India

(Kaliranjan & Bhide,2004). India’s post-

Independence development plans have

emphasized industrialization as a very

important instrument for sustained growth.

Its sustained growth is crucial for gener-

ating employment opportunities required

to absorb the rapidly expanding

workforce. Industrialization plays a cru-

cial role in the process of economic de-

velopment of developing economies. At

present, the share of industry in total em-

ployment increased from 16.2 per cent in

1999-2000 to 21.9 percent in 2009-10. A

significant development in the Indian

economy in the post 1990s period is the

acceleration of the reform process initi-

ated in the 1980s.

The reforms were initiated to improve

the efficiency, productivity and interna-

tional competitiveness of Indian industry.

The reform process was more aggres-

sively pursued during the 1990s. The sole
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objective of these highly liberalized poli-

cies was to augment productivity and

efficiency in Indian industries by creat-

ing a competitive environment. Economic

performance of a unit is generally sup-

posed to be reflected in its productivity

which is measured by the ratio of its out-

put to the inputs. The efficiency term im-

plies the maximum output obtained from

utilizing the available inputs. Efficiency

can be increased by minimizing inputs

while holding output constant or by maxi-

mizing output while holding inputs con-

stant or a combination of both. Produc-

tive efficiency can be determined by es-

timating the best practice production

frontier and individual states’ aggregate

manufacturing industries.

Review of Literature

A vast number of empirical applica-

tions have contributed to estimate techni-

cal efficiency of aggregate manufactur-

ing sector as well as across of the states

in India. Raj and Natrajan (2008) exam-

ined the technical efficiency in the unor-

ganized manufacturing sector of Kerala

and depicted the existence of a high level

of technical inefficiency due to which their

potential level has reduced significantly.

Kumar (2005) endeavored to analyze re-

gional variations in technical efficiency of

Indian manufacturing sector using the

method of stochastic frontier analysis. The

results revealed wide variations in the

technical efficiency of manufacturing sec-

tors of different states. Mukherjee and

Ray (2004) analyzed the state level data

of the manufacturing sector of India for

the period 1985-86 to 1999-00 in order to

study the efficiency dynamics of manu-

facturing sector during pre and post re-

forms years. Bhandari and Maiti (2007)

has fitted translog stochastic frontier pro-

duction function to firm level cross-sec-

tional data on India’s textile firms for se-

lected five years to estimate technical ef-

ficiency of firms. They conclude that pub-

lic sector firms are found to be relatively

less efficient. Bhandari and Maiti (2012)

attempt to estimate technical efficiency

of individual leather producing firms for

some years by applying two conventional

methods viz. Data Envelopment Analysis

and Stochastic Frontier Analysis.The find-

ings of the study imply significant varia-

tion in technical efficiency across firms in

different groups of states as well as un-

der different organized structure.

At the very outset, the present study

estimates efficiency scores achieved by

the states during the period 1994-95 to

2010-11 using the balanced panel data-

base. The study is an improvement over

the earlier studies in that it considers very

recent time series data which is not done

in the previous studies and there is a

dearth of literature that focuses on the

interstate variation in respect of estimated

efficiency scores for different years.

Selection of Sample States

The study encompasses 18 major

states of India, three of which were bi-

Productive efficiency can be deter-

mined by estimating the best prac-

tice production frontier and indi-

vidual states’ aggregate manufac-

turing industries.
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furcated in November 2000. The bifur-

cated states are: Bihar, Madhya Pradesh

and Uttar Pradesh. Three new states, viz.,

Jharkhand, Chattisgarh and Uttarakhand

were carved out of Bihar, Madhya

Pradesh and Uttar Pradesh, respectively.

To ensure the comparability of pre-bifur-

cation period with the post-bifurcation

period, the data for the newly created

state has been merged into the respec-

tive state from which it was created.

Thus, the states included in this study,

arranged in alphabetical order are:

Andhra Pradesh (AP), Bihar (BIH),

Delhi (DEL), Gujarat (GUJ), Haryana

(HAR), Karnataka (KAR), Kerala

(KER), Maharashtra (MAH), Madhya

Pradesh (MP), Orissa (ORI), Punjab

(PUN), Rajasthan (RAJ), Tamil Nadu

(TN), Uttar Pradesh (UP) and West

Bengal (WB).

Database & Variables

The required data have been collected

from various issues of Annual Survey of

Industries (ASI) compiled by Central Sta-

tistical Organization (CSO), Government

of India and Economic & Political Weekly

Research Foundations (EPWRF) elec-

tronic database. A concordance between

NIC 1998 and NIC 1987 at two-digit level

has been made to build a comparable and

continuous time series database. Suitable

price indices deflators have been con-

structed with the help of the official se-

ries on wholesale price indices (Index

Numbers of Wholesale Prices in India,

prepared by the Office of the Economic

Advisor; Ministry of Industry). The stan-

dard practice of perpetual inventory

method has been followed to generate the

series of gross fixed capital stock at con-

stant prices. The price indices of machin-

ery and equipment were used to deflate

nominal fixed capital as provided by ASI.

The figures of total persons engaged pro-

vided by Annual Survey of Industries con-

sists of both non production and produc-

tion workers, and has been used as the

measure of labor input. Gross output has

been taken as output.

Model Specification

Following Aigner, Lovell and Schmidt

(1977) the time varying translog produc-

tion function for two inputs can be speci-

fied in the following form. Inclusion of a

trend variable t with interaction terms

allows us to identify the contribution of

technological change to TFP growth. A

notable advantage of the stochastic fron-

tier is the fact that the restrictive assump-

tions about firms operating with full effi-

ciency are relaxed.

InY
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Where itY is the gross value of out-

put; K and L are the inputs for capital

and labor respectively and i=1,2,...... N;

t=1,2,....T; j k=L,K. N is the number of

states included in the analysis. T is the

number of time periods in the data se-

ries. K is the number of inputs consid-

ered. The efficiency error itu represents

production loss due to industry specific

technical inefficiency; thus, it is always

greater than or equal to zero ( itu >0).

It is assumed to be independent of

statistical error itv which is assumed to be
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independently and distributed as

( )20, .vN s

Following Battese and Coelli (1992)
the distribution of technical inefficiency
effects, itu taken to be non-negative trun-
cation of the normal distribution

( )2, uN µs and modeled to be the prod-
uct of an exponential function of time as

u
i t
=?

i
u

i
=exp[-? ( t -T]u

i
, i=1 ,2 , . . . ,N;

t=1,2,...,T.......................................(2)

Here, the unknown parameter ?  rep-
resents the rate of change in technical
inefficiency and the non-negative random
variable, is the technical inefficiency
effect for the thi firm in the last year for
the dataset. A firm with positive?  is likely
to improve its level of efficiency over
time and vice-versa. A value of im-
plies no time effect.

Technical efficiency of unit i at time
t  is defined as the ratio of the ac-
tual output to the potential output as

ex p ( )uT E it i t-= ................(3)

TEC is the change in TE.

Differentiating equation (1) with re-
spect to K and L we have the respective
output elasticities as follows.

The output elasticities of input K and
L are

The equations indicate the percent-
age change in output due to 1% change
in inputs. The sum of two elasticities is
used to obtain returns to scale. The elas-
ticity of scale measures how output var-
ies as a particular input bundle is aug-
mented by a scalar.

Tests of Hypotheses

Before commenting on the param-
eter estimates of the stochastic frontier
production function and inefficiency ef-
fects model, various specification tests
of the parameters have been performed
in the frontier function using the gener-
alized likelihood ratio (LR) test statistic.

The Generalized likelihood ratio (LR)
statistics, ?, is given by

(){ } (){}12 ln lnoL H L H?=- - ….....(6)

Where ()oL H is the value of log
likel ihood function under null
hypothesis.The test statistic  ? has ap-
proximately a mixed chi-square distri-
bution with degree of freedom equal to
the difference between the number of
parameters estimated under oH and

1H respectively. Testing for the validity
of the translog over Cobb- Douglas
specification using LR test statistic
shows the rejection of the null hypoth-

()itTE

,iu

0h=
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esis implying translog specification is

preferred to the Cobb-Douglas repre-

sentation. The second null hypothesis

that there is no technical change is

strongly rejected by the data in all cases.

Thus, given that the technology can be

described by a stochastic translog fron-

tier, the individual states cannot be sup-

posed to be all technically efficient. The

third null hypothesis is that technical

progress is neutral. It is to be noted that

parameterization of the stochastic fron-

tier model allows for non-neutral tech-

nical progress.  The fourth null hypoth-

esis, specifying that technical ineffi-

ciency effects have half normal distri-

bution ) aganist truncated

normal distribution, is rejected at 1%

significance level.  The last null hypoth-

esis that technical inefficiency is time

invariant ( ) is rejected.

Table1 GeneralizedLikelihood-ratio Tests of Null Hypotheses for Parameters Values in the

Estimated Stochastic Frontier Production Function

Null Hypothesis Estimated LR D.f.             Critical value Decision

Test Statistic 1% 5%

H
0
=β

u
=β

κκ
=β

tt
=β

lk
=β

tl
=β

tk
=0

(Cobb-Douglas Production function) 29.22 6 16.81 12.59 Reject

H
0
=β

t
=β

tk
=β

tl
=β

tt
=0

(No Technical Change) 109.48 4 13.2 89.49 Reject

H
0
=β

tk
=β

tl
=0

(Neutral Technical Progress) 13.36 2 9.21 5.99 Reject

H
0
=λ=0 (Technical inefficiency 10.68 1 6.63 3.84 Reject

effects have half normal distribution)

H
0
=η=0 Time invariant Technical 23.5 1 6.63 3.84 Reject

inefficiency)

Note: The critical value for the test is taken from Table 3 of Kodde and Palm (1986:1246)

Maximum Likelihood Estimates

The maximum likelihood estimates of

the parameters of the translog frontier

production function model and the tech-

nical inefficiency effects model defined

by equations (1) and (2) are reported in

Table 2 using the computer package

FRONTIER 4.1 (Coelli, 1996).

The signs of the estimated param-

eters of the translog production model are

significant at conventional levels in most

of the cases. The estimate of γ which is

the ratio of variance of industry specific

performance of technical efficiency to

total variance of output is statistically sig-

nificant at 1% level in aggregate manu-

facturing sector across states in India.

All the estimates of η are positive. A sig-

nificantly positive value of β
kt
 indicates

technical change is capital using and

negative value of β
lt
 indicates technical

change is labor saving. Technical change

is neutral if all β
tj
 are equal to zero.

Translog specification is preferred

to the Cobb-Douglas representa-

tion.
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Table 2 Panel Estimation of Stochastic Production Frontier & Technical Efficiency Model

Variable Coefficient t-statistics

Constant β
o

-11.36* 1.58

ln L β
l

3.52*** 7.45

ln K β
k

-1.46*** -3.20

T β
t

0.219*** 3.66

(lnL)2 β
ll

-0.170*** -4.78

(lnK)2 β
kk

-0.528* -1.96

t 2 β
tt

-0.00091* -1.54

(ln L. lnK) β
lk

0.191*** 3.18

(ln L) *t β
lt

-0.028*** -3.78

(ln K) *t β
kt

0.0220*** 3.54

σ 0.039*** 4.24

γ 0.611*** 6.97

µ 0.308*** 4.18

η   0.0317*** 3.66

Log Likelihood function                                                   177.86

Source: Authors’ own calculation based on ASI data

Note: 1) The dependent variable for frontier estimation is lny
it..

Total number of observations is

304.

         2) The values in column (4) show t-statistics

         3) *, **, *** show 10%, 5%, and 1% level of significance respectively.

Table 3 Estimates of Output Elasticity

States  E
K

     E
L

    RTS

Andhra Pradesh 0.312 0.481 0.793

Assam 0.128 0.804 0.932

Bihar 0.056 0.934 0.990

0rissa 0.037 0.970 1.007

West Bengal 0.265 0.564 0.829

Haryana 0.186 0.705 0.891

Punjab 0.249 0.591 0.840

Delhi 0.141 0.780 0.921

Gujarat 0.183 0.714 0.897

Madhya Pradesh 0.141 0.785 0.926

Maharashtra 0.224 0.641 0.866

Rajasthan 0.146 0.776 0.922

Karnataka 0.205 0.673 0.877

Kerala 0.250 0.587 0.838

Uttar Pradesh 0.212 0.660 0.872

Tamil Nadu 0.320 0.469 0.788

Average 0.191 0.703 0.887

Note: E
k
, E

L
, RTS denotes elasticity of capital, elasticity of labor, returns to scale respectively.

Source: Author’s own calculation based on ASI data
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For all Indian industries, the aver-

age across the state for output

elasticity of capital over the years

is 0.191 while that for labor is

0.703.

Table 3 provides the mean estimates

of both capital(E
K
) and labor elasticity

(E
L
) for each state as calculated using

equation (4)& (5). For all Indian indus-

tries, the average across the state for

output elasticity of capital over the years

is 0.191 while that for labor is 0.703.

Returns to scale(RTS) for Indian

industries is 0.887, implying that

Indian manufacturing sector is

characterized by decreasing re-

turns to scale.

Adding elasticity of capital and labor

together,  the resulting returns to

scale(RTS) for Indian industries is 0.887,

implying that Indian manufacturing sec-

tor is characterized by decreasing returns

to scale. The production technology ex-

hibits decreasing returns to scale in al-

most all states except Orissa. The state

with highest labor elasticity is Orissa and

Bihar and the lowest is Tamil Nadu fol-

lowed by Andhra Pradesh. Conversely,

the states, namely, Andhra Pradesh and

Tamil Nadu have the highest value for

capital elasticity and the lowest for

Orissa and Bihar.

Analysis of Efficiency Scores

Table 4 displays mean technical effi-

ciency estimates for each state and its

rank over the entire study period starting

with 1993 to 2011. The state, Gujarat has

the highest mean technical efficiency

across the entire time period and Assam

is the least efficient state. Mean techni-

cal efficiency for the Indian industrial

sector estimates over the period from

1993 to 2011 is estimated to be 0.663. It

is remarkable to note that there is an in-

creasing trend of technical efficiency

across the states. Increasing technical

efficiency scores over the years indicate

that states have moved closer to the pro-

duction frontier over time.

Conclusion & Policy Implications

Based on the results it is recognized

that aggregate manufacturing sector

across states in India has performed well

in terms of efficiency though the effi-

ciency scores are mixed in nature over

the reference period. For future devel-

opment, productive efficiency and tech-

nical change in industries have been

prominent issues in discussions on the

regional diversity of output and employ-

ment growth in the industrial sector in a

developing country like India. Govern-

ment should take necessary action to im-

prove productive efficiency of the indus-

tries across states. Once efficiency in-

creases, it enhances competitiveness by

realizing the potential output. Non-im-

provement of technical efficiency over

Increasing technical efficiency

scores over the years indicate that

states have moved closer to the

production frontier over time.



������ ����

��� 	
������������������������������������������������������������������� !

��
��
��
��
	�

�

��

�
��
��

��
��
��
���

��
��
��
��

��
�
��
��
��

�
��

��
�
��
��
��
��
�

��
��
�

��
��

��
��

��
��

��
��

��
��

��
��

��
��

 !
!!

 !
!�

 !
! 

�
��

��
	

��
	�

�
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�

	�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�
��
	�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�
��

	

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�
�
�
�

��
�	
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�
	�
 	

�	
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�!

�"
	#

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
$
��
��

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
%
!"
	�
	�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
&
	�

� 
	

��
	�

�
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
&
	�

	�
	
��
�	

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
'
	"
	
��
	�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
(
	�
�	

�	
)	

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
(
��
	�
	

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
*
��	

�

��
	�

�
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
+	

�
��

,
	�
!

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�-

��
	�
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�

��
��
�

 !
!�

 !
!�

 !
!�

 !
!�

 !
!�

 !
!�

 !
!�

 !
�!

 !
��

"
��

�
#
��

$
�
��
��
��
��

�

�
��

��
	

��
	�

�
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��

�

	�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��

�
��
	�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�

�
��

	

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��

�
�
�
�

��
�	
�

��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��

�
	�
 	

�	
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
��
��

�
�



Efficiency of Indian Organized Manufacturing

The Indian Journal of Industrial Relations, Vol. 55, No. 2, October 2019 273

the years is one area of concern the govern-

ment should look into. Direction of technical

change is another area firms should concen-

trate on.
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ABSTRACT
This study focuses on the Malanjkhand Copper Mines area of Madhya Pradesh, India and
compares different types of quartz, feldspar and mafic remote sensing indices used for the
detection of quartz, feldspar and mafic minerals using Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) thermal infrared (TIR) bands. Our data indicate
that these lithological indices are useful for delineating quartz, feldspar or mafic minerals.
Correlation matrices generated for various lithological indices indicate that both Guha’s (GMI)
and Ninomiya’s (NMI) mafic indices yield nearly identical results. In addition, Guha’s quartz
index (GQI) yields significantly better results than Ninomiya’s quartz index (NQI) during the
identification of the quartz content. This study also shows that GQI is comparable with the
Rockwall and Hofstra’s quartz index (RHQI) for the identification of the quartz content.
Hence, ASTER TIR data-based remote sensing indices play a key role in lithological mapping.
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Introduction

Lithological mapping is one of the most important
tasks for geological exploration. Earth observation
techniques play a major role in lithological and miner-
alogical mapping. The visible and near-infrared
(VNIR) bands and the short wave infrared (SWIR)
bands of satellite data are less effective for detecting
quartz and feldspar minerals (Salisbury and Walter,
1989). On the other hand, thermal infrared (TIR)
bands of the electromagnetic spectrum are capable of
delineating these minerals as Si–O bonds vibrate within
the TIR region (Kahle, 1976; Karakassides et al., 1999;
Tian et al., 2010). A little discussion is found about the
TIR region for mineral identification compared to the
VNIR or SWIR regions due to the less availability of
satellite sensors in the TIR domain.

Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER) satellite sensor has
three VNIR bands (bands 1–3), six SWIR bands
(bands 4–9), and five TIR bands (bands 10–14).
ASTER VNIR and SWIR bands have been used exten-
sively in the mapping of clay, carbonate, aluminium
hydroxide, and iron hydroxide (Zhang et al., 2007).
Moreover, the different combinations of ASTER TIR
bands have also been used in differentiating various
types of rock (Ding et al., 2014; Kalinowski and Oliver,
2004; Ninomiya et al., 2005; Rajendran and Nasir,
2014).

Some geoscientists applied ASTER TIR bands in
generating rocks and mineral indices to show the
basic mineral content in the lithological variation

(Chen and Wang, 2007; Ding et al., 2014, 2015; Nino-
miya et al., 2005; Guha and Kumar, 2016). Ninomiya
et al. (2005) applied some selected lithological proper-
ties to propose a series of ASTER TIR band-based
lithological indices for quartz, mafic, feldspar, and car-
bonate rock detection (Bertoldi et al., 2011; Ding et al.,
2014; Ninomiya et al., 2005; Rowan et al., 2005). Ding
et al. (2014) show that mafic-ultramafic rock indices
are suitable for different natural conditions, while the
quartz rock indices are effective in higher elevation.
Ding et al. (2015) proposed a quartoze-mafic-feature-
space model to extract felsic rocks. Guha and Kumar
(2016) derived three rock indices (quartz, feldspar,
and mafic) for lithological mapping in different
environmental conditions. The present study compares
different lithological indices for detecting quartz, feld-
spar, and mafic minerals in various types of rocks
using ASTER TIR bands in an Indian mining area.

Study area and geology

Malanjkhand Copper Mines of Madhya Pradesh, India
has been selected as the study area (Figure 1) for the
present research work. It is located in the south-east
corner of Madhya Pradesh, very near to the border of
Chhattisgarh. This entire region is composed of felsic
and mafic rocks in a significant amount. Granitoid or
quartz-enriched felsic rock has a combination of
quartz, mafic, and feldspar minerals. The study area
is composed of the following geological formations –
Malanjkhand granitoid complex, Malanjkhand copper

© 2019 Institute of Materials, Minerals and Mining and The AusIMM
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mines, Sausur group, Chilpi group, and Deccan trap. In
the satellite image, Malanjkhand copper mines have
been presented as the dark cyan colour at the central
part of the study area (Figure 1(a)). Published geologi-
cal map of the study area from the Geological Survey of
India has been used as the reference map for compar-
ing the different lithological indices (Figure 1(b)).

Materials and methods

Table 1 represents the general information on thermal
bands of ASTER data. The wavelength of TIR bands
ranges from 8.125 to 11.650 µm. The spatial

resolutions of all the ASTER TIR bands are 90 m.
Figure 2 represents the emissivity profiles of quartz
and feldspar minerals in ASTER TIR bands. Band
12 reflects the lowest emissivity value, whereas
bands 10 and 13 indicate the higher emissivity values
for quartz mineral. ASTER band 11 has a lower emis-
sivity than band 10 for feldspar mineral (Figure 2).
ASTER band 13 indicates the lowest emissivity,
whereas bands 12 and 14 have higher emissivity for
mafic rocks and minerals (Son et al., 2014). A signifi-
cant reverse trend of emissivity values for ASTER TIR
bands 11 and 12 is observed for quartz and feldspar
minerals (Son et al., 2014).

Figure 1. Location of the study area: (a) Satellite image (b) Geological map. (Inset: Map of India).

Table 1. General information on ASTER TIR bands.
ASTER granule ID TIR bands Spectral wavelength (µm) Spatial resolution (m) Radiometric resolution

ASTB070414051954 10 8.125–8.475 90 12 bits
Date: 14 April 2007 11 8.475–8.825 90 12 bits

12 8.925–9.275 90 12 bits
13 10.25–10.95 90 12 bits
14 10.95–11.65 90 12 bits

2 S. GUHA AND H. GOVIL



ASTER data acquired on April 14 2007 has been
used for the present study. The acquired ASTER data
were radiometrically and geometrically corrected. To
get radiance-at-sensor data, the TIR bands have been
radiation-calibrated. The TIR radiance data have
been atmospherically corrected (Gillespie et al., 1998)
and the emissivity normalization algorithm has been
applied for deriving temperature and emissivity data
(Tian et al., 2006). The lithological indices applied for
detecting quartz, mafic, and feldspar minerals have
been retrieved using TIR bands of ASTER sensor. In
earlier studies, Guha and Kumar (2016) proposed
three lithological indices based on the TIR bands of
ASTER data. They used all the five TIR bands in deter-
mining the lithological indices. Guha’s quartz index
(GQI) is determined by using band 10, 12, and 13.
Moreover, bands 12, 13, and 14 are used for developing
Guha’s mafic index (GMI). Guha’s feldspar index
(GFI) is estimated by applying band 10, 11, and 12 of
ASTER data.

Guha’s lithological indices have been described by
the following equations (Guha and Kumar, 2016):

Guha′squartz index (GQI)=
band10
band12

× band13
band12

(1)

Guha′smafic index (GMI)=
band12
band13

× band14
band13

(2)

Guha′s feldspar index (GFI)=
band10
band11

× band12
band11

(3)

GQI, GMI, and GFI are generally used to detect the
rocks with high quartz content, high mafic minerals
content, and high feldspar content, respectively. In
the domain of geological remote sensing, Ninomiya’s
lithological indices achieve global acceptance. Quartz
index of Ninomiya (NQI) and mafic index of Nino-
miya (NMI) are considered as the two existing well-
established quartz and mafic indices, respectively
(Ninomiya et al., 2005). NQI uses band 10, 11, and
12 of ASTER data. NMI only needs band 12 and 13.
Besides, Rockwall and Hofstra (2008) proposed

another quartz index (RHQI) by using ASTER TIR
band 10, 11, 12, and 13.

Ninomiya’s lithological indices (NQI, NMI) and
Rockwall and Hofstra’s quartz index (RHQI) have
been described by the following equations:

Ninomiya′squartz index (NQI)=
band11× band11
band10× band12

(4)

Ninomiya′smafic index (NMI)=
band12
band13

(5)

Rockwall and Hofstra′squartz index (RHQI)

= band11
band10+ band12

× band13
band12

(6)

The present study compares GQI with NQI in
detecting quartz minerals and compares GMI with
NMI to detect mafic minerals. RHQI is also compared
to GQI for quartz content detection.

Results

The study attempts to compare the various lithological
indices for identifying mafic, quartz, and feldspar min-
erals. Figure 3 represents ASTER TIR radiance compo-
site images for quartzminerals detection. It appears that
granites and quartz-rich granites are differentiated from
mafic-rich gneiss as yellow colour produced in the com-
posite image of band 14:13:12 as R:G:B band combi-
nation (Figure 3(a)). The quartz appears as bluish
colour in the composite image of band 12:11:10 as R:
G:B band combination (Figure 3(b)). Red tint colour
indicates quartz content in the composite image of
band 14:12:10 as R:G:B band combination (Figure 3
(c)). Quartz appears as cyan colour in the composite
image of band 11:14:13 as R:G:B band combination
(Figure 3(d)). NQI and NMI are the two well-estab-
lished existing rock bearing indices for distinguishing
quartz and mafic minerals in various types of lithologi-
cal configurations. GQI reflects significant results com-
pared to the NQI in the delineation of quartz content

Figure 2. Emissivity profiles of quartz and feldspar in ASTER TIR bands. (Source: Guha and Kumar, 2016).
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(Figure 4(a,b)). Quartz-enriched rocks are found as dark
colour and bright colour in NQI and GQI images,
respectively due to the different emissivity values for
quartz and feldspar in TIR bands. GQI image is also
compared to the RHQI image. In the RHQI image, the
emittance value for quartz is higher in band 11 (Nino-
miya et al. 2005), whereas the emittance value for quartz
is also high in band 13 compared to band 12 (Guha and
Kumar, 2016). Thus, RHQI is used to delineate quartz
content in granite and alkali granite (Figure 4(c)). In
GFI image, feldspar particles appear as brighter tone
in alkali granite (Figure 4(d)). GMI and NMI build a
strong correlation and they are complementary to
each other (Figure 4(e,f)). A relatively weak correlation
(−0.053) is found between GQI and NQI, whereas GMI
and NMI show a strong (0.835) correlation (Table 2).
However, GQI is comparable with RHQI in the identifi-
cation of quartz-enriched granitoid. GQI and RHQI
build a very high correlation (0.793).

GFI and GQI have a very weak positive correlation
(0.056) because generally feldspar content is slowly
increased with the gradual increase of quartz content.
GMI and GFI are positively correlated with a
regression value of 0.330 as feldspar content is pro-
portionately increased with the mafic contents. GQI
and GMI are negatively correlated with a very high
regression value of −0.722 because quartz content is
rapidly increased with the decrease of mafic contents.

Discussion

The lithological indices can play a significant method
for the detection of quartz, mafic, and feldspar min-
erals. In delineating quartz mineral, GQI is more effec-
tive compared to NQI (Figure 4(a,b)). RHQI and GQI
are almost equally able to identify quartz content. GMI
also provides a reliable comparison with NMI for the
delineation of mafic minerals (Figure 4(e,f)). GMI

Figure 3. Quartz minerals detected in ASTER TIR radiance composite images: (a) yellow colour in band 14:13:12 as R:G:B; (b) bluish
colour in band 12:11:10 as R:G:B; (c) red tint colour in band 14:12:10 as R:G:B; (d) cyan colour in band 11:14:13 as R:G:B.
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and NMI are highly correlated (0.835) but the relation-
ship is weak (−0.056) between NQI and GQI (Table 2).
GQI and RHQI are also positively correlated with a
high regression value (0.792) and act effectively to
determine quartz content in granite and alkali granite
rocks. The results are significantly comparable to the
published geological map.

Conclusion

These ASTER TIR band-based remote sensing indices
can play a key role in the lithological mapping of an
inaccessible part. GMI and NMI are equally able to

detect mafic minerals. GQI yields significantly better
results than NQI to detect quartz content. GQI is
also comparable with RHQI for the detection of the
quartz content. Some specific statistical parameters
are used in deriving these lithological indices. Thus,
the applicability of these indices can be examined by
applying different statistical parameters. The capability
of the indices can be checked under different environ-
mental conditions. These lithological indices can be
modified or TIR band-based some new rock indices
can be introduced for enhancing the effectiveness to
identify more lithological compositions.
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Table 2. Correlation matrix of various lithological indices.
GQI NQI RHQI GFI GMI NMI
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GMI −0.722 −0.333 −0.871 0.330 1.000 0.835
NMI −0.926 −0.078 −0.906 0.075 0.835 1.000
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ABSTRACT
Land surface temperature (LST) depends primarily on the land surface material and climatic
conditions. The present study focuses on deriving the LST of Raipur City and generating the
relationship between LST and some land surface indices, like NDVI, NDWI, NDBI, NMDI, and
NDBaI for better land-use planning and environmental management inside the city. These land
surface indices respond in different ways with the changes of LST in an urban landscape. There are
only a few numbers of research works available on the relationship of LST and land surface indices
in a tropical city for pre-monsoon season. The present study has been performed on a total of
fifteen multi-date Landsat data sets of the pre-monsoon season from 2002, 2006, 2010, 2014, and
2018. The mono-window algorithm has been applied in retrieving the LST. Results show that LST
builds a positive relation with NDBI, NDBaI, and NDWI and a negative relation with NDVI and NMDI.
These relationships are stronger in the area belowmean LST (low LST zones) and weaker in the area
above mean LST (high LST zones). It indicates that the values of LST are largely influenced by the
different land surfaces, like vegetation, water, soil, and built-up area.
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1. Introduction

Land surface temperature (LST) analysis is widely con-
sidered as one of the most important parameters in land
surface and town planning where thermal impacts of
changing land surface may regulate the generation of
high and low LST zones in any heterogeneous urban
area (Arnfield, 2003; Mirzaei, 2015; Rinner & Hussain,
2011; Rizwan et al., 2008; M. Zhao et al., 2016). The
intense effect of LST on some major cities (e.g., Beijing,
Columbus, Shanghai, Baltimore, Chicago, etc.) in the
world is growing at an alarming rate and is directly
related to the land surface categories (Chun &
Guldmann, 2014; Coseo & Larsen, 2014; Dai et al., 2018;
Kim & Guldmann, 2014; W. Q. Zhou et al., 2011; Zhang et
al., 2014; H. Zhang et al., 2013). Various types of land
surface (vegetation, water, impervious surface area, etc.)
indices were applied in urban heat island (UHI) related
remote sensing study to determine the changed pattern
of LST in different types of natural and man-made land-
scape systems (Amiri et al., 2009; Kuang et al., 2015; Li et
al., 2011; Ogashawara et al., 2012; Peng et al., 2016; Song
et al., 2014). Some recent articles discussed the statistical
linear correlation between LST and some selected land
surface indices for separate study areas like Brisbane
(Deilami & Kamruzzaman, 2017), Raipur (Guha & Govil,

2020; S. Guha et al., 2019, 2017), Shanghai (Nie et al.,
2016), Addis Ababa (Feyisa et al., 2016), Mexico (Lopez et
al., 2017), Philadelphia (Pearsall, 2017), Florence and
Naples (S. Guha et al., 2018), etc. Long temporal analy-
tical relationships of LST with the natural and artificial
influencing factors in different parts of the world have
thoroughly been assessed in many recent relevant arti-
cles (Adegoke et al., 2003; Christy & McNider, 2016;
Christy et al., 2006, 2009; Davey & Pielke, 2005; Davey
et al., 2006; Fall et al., 2010, 2009; Faqe Ibrahim, 2017;
Hanamean Jr. et al., 2003; Lin et al., 2015; R.A. Pielke et al.,
2002, 2007a, 2007b; Quan et al., 2016; Strack et al., 2008).

A more recent direction includes the application of
some sophisticated statistical techniques to estimate the
seasonal variability of LST in the urban area. Cui and de
Foy (2012) showed that vegetation cover, daytime inso-
lation, and atmospheric stability are related to seasonal
UHI variations in Mexico City, Mexico. W. Zhou et al.
(2014) built relationships between land cover and UHI
and their seasonal variability in Baltimore, United State
of America (USA). Haashemi et al. (2016) presented a
seasonal variability in the correlation between LST and
fractional vegetation cover, impervious surfaces, albedo,
and elevation in Tehran, Iran.

In later studies, seasonal variation in the UHI effect was
critically analysed. Seasonal effects in urban thermal
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patterns were determined by spatial regression analyses in
Ohio, USA (Chun & Guldmann, 2018). Multiple statistical
methods were integrated to show the seasonal contrast
of some land surface indices for LST distribution in
Shenzhen, China (Peng et al., 2018). A seasonal variation
in LST and selected land surface indices was investigated in
Jaipur, India (Mathew et al., 2017). A trend and seasonal
decomposition model for LST change over Beijing, China
was investigated (Lai et al., 2018). A regression-basedmodel
was performed to determine the average annual and sea-
sonal trend of LST in peninsular Spain (Khorchani, Martin-
Hernandez et al., 2018, Khorchani, Vicente-Serrano et al.,
2018). Urban and rural LSTwere analysedwith their climatic
conditions in 31 cities of China (Yao et al., 2018). A seasonal
analysis of eighty-six major cities of China presented that
UHI and cloud cover percentages are negatively correlated
(Lai et al., 2018). A landscape source-sink distance indexwas
introduced inquantifying the landscape connectivity and in
determining its contribution to LST variations in Beijing,
China (Sun et al., 2018). Thus, the researchers tried to ana-
lyse the variability of LST in the UHI of urban areas using
modern techniques (Govil et al., 2019; S. Guha et al., 2019;
Yuan and Bauer, 2007). This paper was simply a case study
based on the relationship between land surface tempera-
ture and land surface indices in Raipur City, India.

The specific objectives of the study are: (1) to examine
the nature of LST in the whole of Raipur City for the pre-
monsoon images from 2002 to 2018; and (2) to compare
the relationship between LST and some land surface
indices, i.e. normalized difference vegetation index
(NDVI), normalized difference water index (NDWI), nor-
malized difference built-up index (NDBI), normalized
multi-band drought index (NMDI), and normalized dif-
ference bareness index (NDBaI) for the whole city, the
area above mean LST or high LST zone, and the area
below mean LST or low LST zone.

The purpose of the study is the future environmental
planning of Raipur City. Raipur is considered as a smart
city and many governmental activities are being con-
ducted in recent years for the ecological benefit of the
city. The satellite image helps a lot in this city planning.
LST of the city is gradually increasing with time and it
becomes a genuine research problem. Thermal remote
sensing and land surface indices play a major contribu-
tion in this field as the LST of the city are primarily
determined by the variation of the land surface
composition.

2. Study area

Raipur, the largest city of Chhattisgarh state in east-cen-
tral India, located along the west of Mahanadi River, is the
study area for present research work. The latitudinal and

longitudinal extent of Raipur City is 21°11ʹ22” N − 21°
20ʹ02” N and 81°32ʹ20” E – 81°41ʹ50” E, respectively
(Figure 1). The elevated landscape of the city is ranged
between 219–322 m. Raipur City lies under a tropical wet
and dry climate. The mean annual temperature of Raipur
City is approximately 27°C. According to the India
Meteorological Department, four seasons are observed
in Raipur, i.e. pre-monsoon (March-June), monsoon
(July-September), post-monsoon (October-November),
and winter (December-February). The pre-monsoon or
summer months (March-June) are usually hot and remain
almost dry. The temperature may rises above 45°C in April
and May. The pre-monsoon season has been selected for
the present study for examining the nature of LST due to
its severe intensity. According to the 2011 census, Raipur
City has a total population of 1,010,087, with a sex ratio of
945 females per 1000 males and with a literacy rate of
86.45%.

3. Data sources

A total of fifteen Landsat data sets have been selected to
determine the LST and to detect the high and low LST
zones over the whole of the Raipur City area (Table 1).
The Landsat data sets have freely been downloaded
from United States Geological Survey (http://earthex
plorer.USGS.gov). LST has been retrieved through ther-
mal infrared bands of Landsat data sets (band 6 for
Landsat 5 TM and Landsat 7 ETM+ data, whereas band
10 and 11 for Landsat 8 TIRS data). Green, red, near-
infrared, middle infrared, short wave infrared, and ther-
mal infrared bands have been used in generating NDVI,
NDWI, NDBI, NMDI, and NDBaI. ERDAS Imagine 9.1 and
ArcGIS 9.3 software have been used for performing the
research work.

4. Methodology

The present study deals with the fifteen almost cloud-
free Landsat datasets of pre-monsoon season for
Raipur City. Radiometric and geometric corrections of
these data have been performed before generating
the land surface indices and LST. Finally, the relation-
ship between LST and the land surface indices has
been analysed spatially and temporally. The overall
methodological framework of the study has been
shown in Figure 2.

4.1. Determination of different land surface indices

NDVI is a widely popular vegetation index used fre-
quently in remote sensing studies (Purevdorj et al.,
1998; Tucker, 1979). It is also applied in deriving LST
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and normally builds a negative relation with LST. NDWI is
generally used for water body extraction and it relates
positively to LST (McFeeters, 1996). NDBI is another land

surface index that is applied in built-up area extraction
and normally shows a positive relation with LST (Yuan
and M. E. Bauer, 2007). NMDI is also used to extract the

Figure 1. Location of the study area.

Table 1. Specification of multi-date Landsat satellite sensors.

Satellite sensor Date of acquisition
Time
(UTC) Path/Row Sun elevation (deg) Sun azimuth (deg)

Cloud cover
(%)

Earth-Sun
distance (astronomical

unit)

Landsat 7 25 April 2002 04:44:54 142/044 63.79 104.71 0.00 1.01
Landsat 7 11 May 2002 04:44:54 142/044 65.61 94.50 5.00 1.01
Landsat 5 28 April 2006 04:48:00 142/044 65.02 103.39 2.00 1.01
Landsat 5 15 June 2006 04:48:12 142/044 66.33 81.14 4.00 1.02
Landsat 5 7 April 2010 04:47:02 142/044 60.40 116.25 0.00 1.00
Landsat 5 23 April 2010 04:46:59 142/044 63.96 106.44 0.00 1.01
Landsat 5 25 May 2010 04:46:51 142/044 66.54 87.13 0.00 1.01
Landsat 8 17 March 2014 04:26:36 142/044 55.95 129.39 0.00 0.99
Landsat 8 2 April 2014 04:26:19 142/044 60.92 121.72 0.00 0.99
Landsat 8 20 May 2014 04:25:38 142/044 68.56 90.41 5.46 1.01
Landsat 8 5 June 2014 04:25:45 142/044 68.38 83.31 0.02 1.01
Landsat 8 12 March 2018 04:55:43 142/044 54.19 131.17 2.10 0.99
Landsat 8 28 March 2018 04:55:36 142/044 59.30 124.08 0.01 1.00
Landsat 8 15 May 2018 04:55:08 142/044 68.28 93.33 0.30 1.01
Landsat 8 16 June 2018 04:55:01 142/044 67.74 81.10 2.31 1.02
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dry and wet soil and in general, it is negatively related to
LST (Zha et al., 2003). NDBaI is generally used for differ-
entiating bare land and semi-bare land and is positively
related to LST distribution (H. M. Zhao & Chen, 2005).
These five land surface indices (Table 2) have been
applied in the present study to examine their relation-
ship with LST in pre-monsoon multi-temporal images.

4.2. Retrieving LST from Landsat thermal band

Landsat TIR data are often used in the identification of
UHI zones (Weng, 2001; Weng & Yang, 2004; Z. Zhang et
al., 2016). LST derivation using Landsat TIR data becomes
popular through the introduction of some algorithms,
like mono-window algorithm (Qin et al., 2001), single-
channel algorithm (Jimenez-Munoz et al., 2009; Jiménez-
Muñoz & Sobrino, 2003), etc. In the present study, LST
was derived from Landsat TIR data by using the mono-

window algorithm (Qin et al., 2001) where ground emis-
sivity, atmospheric transmittance, and effective mean
atmospheric temperature are the three required para-
meters. At first, the original TIR bands (120 m, 60 m,
100 m) resolution) are resampled into 30 m for further
application. The entire procedure is included in the fol-
lowing equations:

Lλ ¼ RadianceMultiBand � DNþ RadianceAddBand (1)

Where, Lλ is the spectral radiance in Wm−2sr−1 mm−1.

Tb ¼ K2

ln K1
Lλ
þ 1

� � (2)

Where, Tb is the brightness temperature in Kelvin (K), Lλ is
the spectral radiance in Wm−2sr−1 mm−1; K2 and K1 are
calibration constants. For Landsat 8 data, K1 is 774.89, K2
is 1321.08 (Wm−2sr−1 mm−1).

Figure 2. The overall methodological framework of the study.

Table 2. Description of NDVI, NDWI, NDBI, NMDI, and NDBaI.
Acronym Description Formulation Reference

NDVI Normalized difference vegetation index NIR�Red
NIRþRed

Tucker, 1979
NDWI Normalized difference water index Green�NIR

GreenþNIR
McFeeters, 1996

NDBI Normalized difference built-up index SWIR1�NIR
SWIR1þNIR

Zha et al., 2003
NMDI Normalized multi-band drought index ½NIR�ðSWIR1þSWIR2Þ�

½NIRþðSWIR1þSWIR2Þ� Wang and Qu, 2007

NDBaI Normalized difference bareness index SWIR1�TIR
SWIR1þTIR

H. M. Zhao & Chen, 2005

4 S. GUHA ET AL.



Fv ¼ NDVI� NDVImin

NDVImax � NDVImin

� �2

(3)

where, NDVImin is the minimum NDVI value (0.2) for bare
soil pixel and NDVImax is the maximum NDVI value (0.5)
for healthy vegetation pixel.

dεis the effect of the geometrical distribution of nat-
ural surfaces and internal reflections. For mixed and
elevated land surfaces, the value of dεmay be 2%.

dε ¼ ð1� εsÞð1� FvÞFεv (4)

Where, εv is vegetation emissivity, ε5 is soil emissivity, Fv
is fractional vegetation, F is a shape factor whose mean
is 0.55.

ε ¼ εvFv þ εsð1� FvÞ þ dε (5)

Where, εis the land surface emissivity. The value of ε is
determined by the following equation:

ε ¼ 0:004 � Fv þ 0:986 (6)

Water vapour content is determined by the following
equation:

w ¼ 0:0981

� 10 � 0:6108 � exp 17:27 � ðT0 � 273:15Þ
237:3þ ðT0 � 273:15Þ

� �
� RH

� �
þ 0:1697

(7)

Where, w is the water vapour content (g/cm2), T0 is the
near-surface air temperature in Kelvin (K), RH is the
relative humidity (%). These parameters of the atmo-
spheric profile are the average values of 14 stations
around Raipur which are obtained from the
Meteorological Centre, Raipur and the Regional
Meteorological Centre, Nagpur.

τ ¼ 1:031412� 0:11536w (8)

Where, τ is the total atmospheric transmittance, ε is the
land surface emissivity.

Raipur City is located in the tropical region. Thus, the
following equations are applied to compute the effec-
tive mean atmospheric transmittance of Raipur:

Ta ¼ 17:9769þ 0:91715T0 (9)

Ts ¼ a 1� C � Dð Þ þ b 1� C � Dð Þ þ C þ Dð ÞTb � DTa½ �
C

(10)

C ¼ ετ (11)

D ¼ 1� τð Þ 1þ 1� εð Þτ½ � (12)

Where, ε is the land surface emissivity, τ is the total atmo-
spheric transmittance, Tb is the at-sensor brightness

temperature, Ta is the mean atmospheric temperature,
T0 is the near-surface air temperature, T5 is the land sur-
face temperature, a ¼ �67:355351, b ¼ 0:458606.

5. Results and discussion

5.1. Variation of LST distribution

The LST maps retrieved from pre-monsoon multi-tem-
poral Landsat data sets are shown in Figure 3. The
average aggregated LST values of 2002, 2006, 2010,
2014, and 2018 have been generated (Table 3). The
minimum LST ranges from 22.08°C in 2002 to 33.98°C
in 2018. The maximum LST ranges between 36.56°C in
2002 and 50.40°C in 2018. The mean LST value has been
increased from 31.91°C (2002) to 43.53°C (2018). Highest
LST has been found in the north-western and south-
eastern parts of the city. This portion of the area is
characterized by open bare land.

5.2. Validation of Landsat data derived LST to
MODIS data sets

Before performing any kind of application, validation of
derived LST is necessary with in situ measurement or
with any other satellite sensor. In the present study,
MODIS Terra data has been applied for the validation
of LST values as a reference image. For any particular
date, MODIS and Landsat sensors do not provide images
for the same study area. Thus, MOD11A1 data sets
(1000 m spatial resolution) of the following specific
dates (Table 4) have been taken for the validation of
estimated LST.

No precipitation or atmospheric disturbances have
been observed in the acquisition date of both Landsat
data sets and MOD11A1 images. For MODIS data, the
spatial resolution of retrieved LST is 1000 m, whereas, for
Landsat 5 TM data, Landsat 7 ETM+ data, and Landsat 8
OLI and TIRS data the resolutions of LST image are
120 m, 60 m, and 100 m, respectively. Despite not per-
forming any upscaling or downscaling procedure, a sig-
nificant correlation has been found between the mean
derived LST from Landsat data sets and MODIS data sets
(Table 5).

5.3. Variation in the distribution of NDVI, NDWI,
NDBI, NMDI, and NDBaI

All the five land surface indices (NDVI, NDWI, NDBI,
NMDI, NDBaI) have been generated using the optical
and thermal bands of Landsat data sets. The mean
values of the indices for particular years have been
generated separately. Figure 4 presents the mean NDVI
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values from 2002 to 2018. The high NDVI values are
found in the south-western and north-eastern parts of
the city, whereas vegetation is abundant and LST values
are comparatively less. Figure 5 presents the mean NDWI
values for the five different years. The NDWI values are
high in the water areas which are found in the central
part in a dispersed pattern. Figure 6 shows the mean
NDBI values during the entire period. The high NDBI

values are mostly observed in the south-eastern and
north-western corners where the land is almost barren
or under the built-up area. The high values of NMDI are
mainly noticed in the central and southern portions of
the city (Figure 7). Figure 8 shows the mean NDBaI
values from 2002 to 2018. The land cover in the south-
eastern parts of the study area is mainly bare or open
and thus the values of NDBaI are higher in this region.

Figure 3. LST maps for the whole of Raipur City for the following years: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.

Table 3. Spatial distribution of LST (oC) in Landsat data.

Season
LST

(minimum)
LST

(maximum)
LST

(mean)

LST
(standard
deviation)

25 April 2002 21.88 35.52 31.08 1.70
11 May 2002 22.28 37.60 32.74 1.93
Mean 22.08 36.56 31.91 1.82
28- Apr-2006 26.25 41.45 35.79 2.01
15 June 2006 25.40 42.20 35.44 2.10
Mean 25.83 41.83 35.62 2.06
7 April 2010 25.31 43.93 36.94 2.43
23 April 2010 24.15 44.60 37.39 2.61
25 May 2010 28.01 41.52 37.92 1.62
Mean 25.82 43.35 37.42 2.22
17 March 2014 31.23 46.26 39.29 1.92
2 April 2014 30.72 47.87 40.29 2.19
20 May 2014 32.07 47.66 41.90 2.06
5 June 2014 31.01 47.28 40.47 1.94
Mean 31.26 47.27 40.49 2.03
12 March 2018 33.18 50.04 43.03 2.03
28 March 2018 31.94 50.93 43.58 2.59
15 May 2018 35.10 51.64 43.99 2.24
16 June 2018 35.70 48.97 43.52 1.58
Mean 33.98 50.40 43.53 2.11

Table 4. Spatial distribution of LST (oC) in MODIS data.

Season
LST

(minimum)
LST

(maximum)
LST

(mean)

LST
(standard
deviation)

25 April 2002 34.71 41.00 38.50 1.06
11 May 2002 34.84 41.29 39.08 1.10
Mean 34.78 41.15 38.79 1.08
29- Apr-2006 38.17 46.11 42.95 1.29
17 June 2006 39.45 47.25 42.80 1.81
Mean 38.81 46.68 42.88 1.55
6 April 2010 37.31 50.33 42.08 2.67
22 April 2010 39.62 46.84 43.03 2.01
24 May 2010 44.41 53.90 49.81 1.93
Mean 40.45 50.36 44.97 2.20
16 March 2014 44.39 54.65 50.14 2.07
1 April 2014 40.78 50.39 44.23 1.49
19 May 2014 49.36 56.48 53.62 1.32
4 June 2014 42.18 49.60 45.37 1.49
Mean 44.18 52.78 48.34 1.59
12 March 2018 50.33 60.71 56.00 1.95
27 March 2018 52.79 69.85 59.64 2.77
12 May 2018 56.49 66.65 61.92 2.11
15 June 2018 49.57 58.67 55.16 1.43
Mean 52.30 63.97 58.18 2.07
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5.4. Variation in the distribution of mean LST

Figure 9 indicates the spatial distribution of mean LST
values for the years 2002, 2006, 2010, 2014, and 2018.
The central and southern parts of Raipur City are char-
acterized by low LST values (area below mean LST),
whereas the northern, western, and south-eastern parts
reflect high LST zones (area above mean LST). The high
LST zones are surrounded by the built-up area and bare
earth surface, whereas the low LST zones are developed
mainly by the concentration of dense vegetal cover.

5.5. Relationship of LST with NDVI, NDWI, NDBI,
NMDI, and NDBaI for the whole area of the city, the
area under above mean LST, and the area under
below mean LST

Generally, LST presents a negative relationship with
NDVI and NMDI, whereas it shows a positive relationship
with NDWI, NDBI, and NDBaI. This specific pattern of the
relationship between LST and land surface indices has
been noticed throughout the whole study area (Table 6).
Here, NDBI shows the strongest positive relationship
(r = 0.78) with LST among the five land surface indices
after averaging all the Landsat data sets. NMDI shows a
very strong negative relationship (r = −0.72) with LST.
NDVI also reflects a strong negative relation (r = −0.66)
with LST. High NDVI reflects a stronger negative correla-
tion. Generally, the low NDVI or negative NDVI generates
no such significant LST-NDVI correlation (Jiang et al.,
2006). There is no precipitation found on the particular
acquisition date for each satellite image. Hence, the soil
remains almost dry. The LST-NDVI relationship also
depends on soil moisture. High soil moisture is respon-
sible for a stronger LST-NDVI correlation. Soil moisture
generates a positive correlation with precipitation; i.e.
the more precipitation results for more soil moisture.
Thus, a high amount of precipitation builds stronger
LST-NDVI correlation. A moderate to a strong positive

Figure 4. Mean NDVI values for the following years: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.

Table 5. Validation of Landsat data retrieved LST with MODIS
data retrieved LST.
Acquisition date
(Landsat data)

Acquisition date
(MODIS data)

Correlation
Coefficient

25 April 2002 25 April 2002 0.49
11 May 2002 11 May 2002 0.48
28- Apr-2006 29 Apr 2006 0.49
15 June 2006 17 June 2006 0.49
7 April 2010 6 April 2010 0.48
23 April 2010 22 April 2010 0.58
25 May 2010 24 May 2010 0.48
17 March 2014 16 March 2014 0.59
2 April 2014 1 April 2014 0.49
20 May 2014 19 May 2014 0.43
5 June 2014 4 June 2014 0.53
12 March 2018 13 March 2018 0.41
28 March 2018 27 March 2018 0.45
15 May 2018 12 May 2018 0.49
16 June 2018 15 June 2018 0.47
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relationship (r = 0.55) has been found between LST and
NDWI. Only NDBaI presents a very weak relationship
(r = 0.05). This relationship is slightly positive or negative
and also very unstable.

These relationships have also been analysed in
MODIS Terra data sets (Table 7). The result is almost
similar. NDBI (r = 0.54) and NDVI (r = −0.54) present a
moderate to strong relationship with LST consistently.

Figure 6. Mean NDBI values for the following years: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.

Figure 5. Mean NDWI values for the following years: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.
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Figure 8. Mean NDBaI values for the following years: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.

Figure 7. Mean NMDI values for the following years: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.
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NDWI also develops a moderate positive relation
(r = 0.46) with LST. A significant negative relation
(r = −0.31) has been developed by LST and NMDI.
Again, NDBaI presents the weakest relationship
(r = −0.16) with LST.

Figure 10 shows a year-wise comparison of the LST-
land surface indices relationship. It is clearly shown that
NDVI and NMDI develop a strong negative correlation

with LST, whereas NDBI shows a strong positive relation-
ship. NDWI also builds a moderate positive relationship.
No such significant relationship has been built by LST and
NDBaI.

The above discussion is based on the general analysis
of LST and land surface indices relationships for the whole
city. This result has been changed in high LST zones (area
above mean LST) and low LST zones (area below mean

Table 6. Correlation coefficients between LST and different land
surface indices in Landsat data sets.
Date LST-NDVI LST-NDWI LST-NDBI LST-NMDI LST-NDBaI

25 April 2002 −0.77 0.64 0.90 −0.74 0.45
11 May 2002 −0.77 0.68 0.81 −0.58 0.16
Mean −0.77 0.66 0.86 −0.66 0.31
28 April 2006 −0.73 0.59 0.88 −0.90 0.33
15 June 2006 −0.68 0.58 0.84 −0.86 0.08
Mean −0.71 0.56 0.86 −0.88 0.21
7 April 2010 −0.66 0.52 0.80 −0.84 −0.09
23 April 2010 −0.72 0.61 0.47 −0.80 −0.23
25 May 2010 −0.58 0.42 0.83 −0.86 0.10
Mean −0.65 0.52 0.70 −0.83 −0.07
17 March 2014 −0.62 0.54 0.82 −0.84 −0.03
2 April 2014 −0.63 0.52 0.86 −0.57 −0.03
20 May 2014 −0.59 0.45 0.84 −0.85 −0.07
5 June 2014 −0.39 0.33 0.64 −0.64 −0.17
Mean −0.56 0.46 0.79 −0.73 −0.08
12 March 2018 −0.55 0.46 0.65 −0.43 −0.10
28 March 2018 −0.64 0.56 0.77 −0.59 −0.20
15 May 2018 −0.60 0.58 0.57 −0.37 −0.34
16 June 2018 −0.58 0.49 0.83 −0.69 0.13
Mean −0.59 0.52 0.71 −0.52 −0.13
Total Mean −0.66 0.55 0.78 −0.72 0.05

Table 7. Correlation coefficients between LST and different land
surface indices in MODIS data sets.
Date LST-NDVI LST-NDWI LST-NDBI LST-NMDI LST-NDBaI

25 April 2002 −0.58 0.53 0.58 −0.45 0.01
11 May 2002 −0.56 0.50 0.44 −0.27 −0.07
Mean −0.57 0.52 0.51 −0.36 −0.03
29- Apr-2006 −0.62 0.55 0.57 −0.36 −0.02
17 June 2006 −0.56 0.45 0.77 −0.60 −0.06
Mean −0.59 0.50 0.67 −0.48 −0.04
6 April 2010 −0.57 0.50 0.51 −0.26 −0.43
22 April 2010 −0.60 0.53 0.46 −0.15 −0.52
24 May 2010 −0.44 0.24 0.68 −0.51 −0.07
Mean −0.54 0.42 0.55 −0.31 −0.34
16 March 2014 −0.37 0.32 0.51 −0.23 −0.07
1 April 2014 −0.69 0.66 0.44 0.06 −0.48
19 May 2014 −0.53 0.44 0.61 −0.47 −0.16
4 June 2014 −0.54 0.44 0.58 −0.32 −0.38
Mean −0.53 0.47 0.54 −0.24 −0.27
13 March 2018 −0.58 0.55 0.38 −0.03 −0.28
27 March 2018 −0.43 0.34 0.48 −0.23 −0.16
12 May 2018 −0.36 0.22 0.57 −0.37 0.24
15 June 2018 −0.54 0.53 0.36 −0.06 −0.29
Mean −0.48 0.41 0.45 −0.17 −0.12
Total Mean −0.54 0.46 0.54 −0.31 −0.16

Figure 9. LST distribution in the area above mean LST (red colour zone) and below mean LST (green colour zone) for the whole of
Raipur City throughout the entire period: (a) 2002, (b) 2006, (c) 2010, (d) 2014, and (e) 2018.
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LST). Table 8 shows the relationships between LST and the
land surface indices for the area above mean LST using
Landsat data sets. NDVI reflects a moderate relationship
(r = −0.45) with LST. NDWI shows moderate strong
(r = 0.41) relation. NDBI (r = 0.35) and NMDI (r = −0.35)
both show a significant relationship. NDBaI presents a
weak (r = −0.23) relationship with LST. No indices develop
such a strong relationship with LST. The main reason
behind the moderate relationship between LST and land
surface indices is the mixed heterogeneous nature of the
surface composition. Generally, the built-up area has not
been able to build any significant and strong stable cor-
relation with the distribution of LST.

Table 9 presents the LST-land surface indices relation-
ship for the area below mean LST (low LST zones). All the

land surface indices tend to build a strong significant
relationship with LST. NDBI builds the strongest positive
correlation (r = 0.83) with LST, whereas NMDI builds the
strongest negative correlation (r = −0.82). NDVI also shows
a strong negative correlation (r = −0.73). NDWI is moder-
ately (r = 0.66) correlated to LST. Even, NDBaI builds a
significant positive relationship (r = 0.49) with LST. The
low LST zones are mainly characterized by natural land
surfaces like vegetation, soil, water, wetland, etc. and thus
in these areas, the relationships are stronger and more
stable.

Figure 11 presents an area-wise comparison of the
LST-land surface indices relationship. LST-NDVI and LST-
NMDI relationship is strong negative for the whole area
and in the low LST zones. LST-NDBI and LST-NDWI

Figure 10. Year-wise comparison of the relationship between LST and different land surface indices.

Table 8. Correlation coefficients between LST and different land
surface indices for the area above mean LST in Landsat data sets.
Date LST-NDVI LST-NDWI LST-NDBI LST-NMDI LST-NDBaI

25 April 2002 −0.35 0.33 0.35 −0.08 −0.11
11 May 2002 −0.4 0.48 0.05 0.08 −0.39
Mean −0.38 0.41 0.20 0.00 −0.25
28 April 2006 −0.46 0.28 0.59 −0.64 0.17
15 June 2006 −0.59 0.61 0.48 −0.55 −0.34
Mean −0.53 0.45 0.54 −0.60 −0.09
7 April 2010 −0.49 0.4 0.28 −0.44 −0.28
23 April 2010 −0.65 0.63 −0.02 −0.15 −0.58
25 May 2010 −0.43 0.33 0.37 −0.49 −0.14
Mean −0.52 0.45 0.21 −0.36 −0.33
17 March 2014 −0.47 0.45 0.46 −0.61 −0.29
2 April 2014 −0.39 0.29 0.64 −0.76 −0.11
20 May 2014 −0.29 0.15 0.61 −0.70 0.02
5 June 2014 −0.59 0.60 0.20 −0.42 −0.54
Mean −0.44 0.37 0.48 −0.62 −0.23
12 March 2018 −0.47 0.44 0.07 0.11 −0.35
28 March 2018 −0.50 0.44 0.25 −0.01 −0.34
15 May 2018 −0.31 0.30 0.29 −0.20 −0.32
16 June 2018 −0.31 0.25 0.67 −0.53 0.05
Mean −0.40 0.36 0.32 −0.16 −0.24
Total Mean −0.45 0.41 0.35 −0.35 −0.23

Table 9. Correlation coefficients between LST and different land
surface indices for the area below mean LST in Landsat data sets.
Date LST-NDVI LST-NDWI LST-NDBI LST-NMDI LST-NDBaI

25 April 2002 −0.79 0.69 0.93 −0.76 0.66
11 May 2002 −0.79 0.71 0.87 −0.66 0.53
Mean −0.79 0.70 0.90 −0.71 0.60
28 April 2006 −0.76 0.69 0.90 −0.91 0.60
15 June 2006 −0.78 0.67 0.84 −0.88 0.54
Mean −0.77 0.68 0.87 −0.90 0.57
7 April 2010 −0.78 0.61 0.91 −0.92 0.43
23 April 2010 −0.71 0.73 0.91 −0.93 0.44
25 May 2010 −0.64 0.67 0.84 −0.93 0.42
Mean −0.71 0.67 0.89 −0.93 0.43
17 March 2014 −0.67 0.62 0.85 −0.87 0.51
2 April 2014 −0.68 0.77 0.89 −0.85 0.46
20 May 2014 −0.72 0.68 0.81 −0.87 0.44
5 June 2014 −0.65 0.62 0.59 −0.78 0.49
Mean −0.68 0.67 0.79 −0.84 0.48
12 March 2018 −0.65 0.56 0.65 −0.63 0.34
28 March 2018 −0.74 0.66 0.77 −0.69 0.43
15 May 2018 −0.72 0.62 0.57 −0.74 0.27
16 June 2018 −0.67 0.55 0.77 −0.78 0.41
Mean −0.70 0.60 0.69 −0.71 0.36
Total Mean −0.73 0.66 0.83 −0.82 0.49
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relationships are strongly positive for the whole area and
in the low LST zones. In the high LST zones (area above
mean LST) characterized by industrial area, car parking
zone, airport, commercial area, and bare rock surface,
these relationships are weaker. NDBaI builds a very weak
positive relation for the whole city, weak negative rela-
tion in the high LST zones and moderate positive rela-
tion in the low LST zones.

Cao et al. (2011), Ghobadi et al. (2014), Liang et al. (2012),
S. Guha et al. (2017, 2018) have found almost similar results
(negative correlation) for LST-NDVI relationships compared
to the present research work. LST-NDBI relationship has
been found moderate to strongly positive in the lower
and middle latitude cities that support the outcomes of
the present research work (S. Guha et al., 2017, 2018, 2019;
Govil et al., 2020; Malik et al., 2019). LST-NDWI relationship
shows a moderate positive correlation which reveals a
significant result compared to the previous works (Bala et
al., 2018; Shekhawat et al., 2018; Ullah et al., 2019; X. Zhang
et al., 2017). Ibrahim, (2017) observed a strong positive
correlation of LST with NDBI and NDBaI, whereas a strong
negative correlation was found between LST-NDVI and
LST-NDWI. The present study presents the almost equal
value of correlation coefficient (r = 0.46) of the LST-NDWI
relationship that was performed in the urban landscape of
São José dos Campos in Brazil (Ogashawara and Bastos,
2014). LST-NMDI relationships in different seasons show

excellent results in the present study compared to the
similar studies (Govil et al., 2019; S. Guha et al., 2019;
Rasul et al., 2016; Yang et al., 2017).

5.6. Validation of the linear correlation of LST and
land surface indices by rank correlation method

In this paper, Pearson’s linear correlation coefficient
method has been used to determine the linear correlation
between LST and five land surface indices (NDVI, NDWI,
NDBI, NMDI, NDBaI). This result has been validated with
the Spearman’s rank correlation coefficient that is based
on ordinal association and can assess the monotonic
relationship (whether linear or not) between LST and the
land surface indices. Table 10 shows the rank correlation
coefficients of LST and the land surface indices.

Table 10 indicates that both the correlation coefficients
are very close to each other (Especially for LST-NDVI, LST-
NDBI, and LST- NMDI relationships). Only, LST-NDBaI
relationships have not been validated as the correlation
coefficients found by the two separate methods as the
values are too far from each other.

6. Conclusion

In this paper, fifteen cloud-free pre-monsoon Landsat
data sets of 2002 (two), 2006 (two), 2010 (three), 2014

Figure 11. Area-wise comparison of the relationship between LST and different land surface indices.

Table 10. Validation of Pearson’s linear correlation coefficients by Spearman’s rank correlation coefficients for LST-land surface indices
relationship.

Spearman’s rank correlation coefficient Pearson’s linear correlation coefficient

LST-NDVI LST-NDWI LST-NDBI LST-NMDI LST-NDBaI LST-NDVI LST-NDWI LST-NDBI LST-NMDI LST-NDBaI

Whole city −0.71 0.40 0.77 −0.65 0.44 −0.66 0.55 0.78 −0.72 0.05
High LST zones −0.50 0.53 0.68 −0.47 0.42 −0.45 0.41 0.35 −0.35 −0.23
Low LST zones −0.74 0.58 0.76 −0.74 0.54 −0.73 0.66 0.83 −0.82 0.49

12 S. GUHA ET AL.



(four), and 2018 (four) have been used to investigate the
relationship between LST and five land surface indices
(NDVI, NDWI, NDBI, NMDI, NDBaI) for the whole area of
Raipur City, the area with high LST values, and the area
with low LST values. The LST has been retrieved from
Landsat data sets using the mono-window algorithm.
The LST derived from Landsat data sets has significantly
been validated with MODIS Terra data sets. The results
show that the mean LST of the study area has been
increased at a very significant rate (11.62°C LST increases
between 2002 and 2018). The results show that the most
of the heated zones of the city are found in the dry
exposed bare lands with some rocky surface of the
north-west and south-east parts as these areas have a
lower density of green vegetation and soil moisture. The
results also show that LST is very strongly related to NDBI
(positive), NDVI (negative), NMDI (negative); and moder-
ately related to NDWI (positive). No such significant
relationship has been found between LST and NDBaI.
In low LST zones, these relationships are stronger. It can
be concluded that the natural land surface materials
(vegetation, water, soil) are strongly correlated to LST
than the built-up area.

The result of the present study is significant for future
environmental planning of the city. Most of the low NDVI
or low NMDI zones indicate high LST and vice-versa. It
means the area with more green vegetation and wet soil
represents low LST. Thus, the portion of vegetation and
soil must be increased to reduce the thermal stress of the
city. For better sustainability, a large amount of urban
plantation is needed along the roadside and residential
area. The present water bodies and green areas inside the
city boundary must be preserved for providing a better
life. NDBI shows a strong positive relationship with LST. It
means the built-up area and bare or fallow land is respon-
sible for high LST. Thus, the major commercial and indus-
trial sectors should be moved into the outskirts of the city
to make the residential zones less polluted. The green
building materials like earthen materials, wood, bamboo,
natural clay, earthbags, natural fibre, etc. should be intro-
duced on a large scale for new construction.

The limitations of the study are as follows: (1) the
study used fifteen Landsat data sets from various sen-
sors. The study might be more fruitful if large data sets
have been used from a single satellite sensor, like
Landsat 5 TM, Landsat 7 ETM+, or Landsat 8 OLI and
TIRS. (2) The study has been performed in only pre-
monsoon season. The findings of the present study can
be compared to the other seasons. (3) The study has
been performed in a single city. It can be analysed in
multiple cities. (4) The study has been conducted in the
tropical region. The results can be assessed in other
environmental conditions. (5) The study used the

Landsat satellite sensor. Other satellite sensors with dif-
ferent resolutions, like MODIS, ASTER, Sentinel, etc. can
be used to judge the effectiveness of this study.
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ABSTRACT
The present study focuses on the estimating land surface temperature (LST) of Raipur City in India
emphasizing the urban heat island (UHI) and non-UHI inside the city boundary and their relation-
ship with normalized difference vegetation index, normalized difference water index, normalized
difference built-up index, and normalized multi-band drought index. The entire study has been
performed on four multi-date Landsat 8 Operational Land Imager and Thermal Infrared Sensor
images taken from four different seasons; pre-monsoon, monsoon, post-monsoon, and winter in
the same year. The UHI has mainly been developed along the northern and southern periphery of
the city. The range of LST in the common UHI for four different seasons varies between 25.72° C and
35.69° C. The results present the strongest correlation between LST and the land use/land cover
indices in monsoon and post-monsoon images while winter and pre-monsoon images show
a comparatively weak correlation.
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1. Introduction

The concept of land surface temperature (LST) and
urban heat island (UHI) is used to interpret the chan-
ging land use/land cover (LULC) pattern in heteroge-
neous urban area (Arnfield 2003; Mirzaei 2015;
Rizwan, Dennis, and Liu 2008; Rinner and Hussain
2011; Zhao et al. 2016). LST was determined in
some major global cities (e.g., Beijing, Columbus,
Shanghai, Baltimore, Chicago, etc.) to solve many
environmental problems. Different types of LULC
influence on the nature and distribution of LST
(Chun and Guldmann 2014; Dai, Guldmann, and Hu
2018; Kim and Guldmann 2014; Zhang et al. 2013:
Zhou, Huang, and Cadenasso 2011; Coseo and
Larsen 2014). Some normalized difference LULC
indices such as vegetation index, built-up index, bare-
ness index, water index, etc. were frquently used in
the recent LST related studies to estimate their
impact on the changing environmental status of the
urban areas (Li et al. 2011; Peng et al. 2016; Amiri
et al. 2009; Song et al. 2014; Kuang et al. 2015). The
linear correlation analyses between LST and LULC
indices were discussed oon the cities from different
parts of the world like Some recent articles discussed
the statistical linear correlation between LST and
some selected LULC indices for separate study areas
like Brisbane (Deilami and Kamruzzaman 2017),

Raipur (Guha et al. 2017), Shanghai (Nie et al. 2016),
Addis Ababa (Feyisa et al. 2016), Mexico (Lopez et al.
2017), Philadelphia (Pearsall 2017), Florence and
Naples (Guha et al. 2018), etc.

Seasonal contrast in LST distribuion depends on the
composition of land surface and it was examined in
some contemporary research works. Cui and de Foy
(2012) clearly stated that the seasonal fluctuation of
LST primarily depends on vegetation and weather ele-
ments. Zhou et al. (2014) was keen to build correlation
between LST and LULC indices in Baltimore City of
United State of America (USA). Haashemi et al. (2016)
noticed a seasonal variation on LST-LULC indices rela-
tionship in a study performed in Tehran City of Iran.

A simple regression analysis was used to show the
seasonal impacts of thermal conditions of Ohio City, USA
(Chun and Guldmann 2018). An integration of statistical
techniques were applied to estimate the seasonal
changes in LST-LULC indices relationship (Peng et al.
2018). A seasonal study on LST-LULC indices relationship
was conducted in Jaipur City, India (Mathew,
Khandelwal, and Kaul 2017). A new model was applied
to show the seasonal change of LST in Beijing, China
(Quan et al. 2016). The annual and seasonal trends of LST
in peninsular Spain were observed by using statistical
model (Khorchani et al. 2018a, 2018b). Another analysis
between LST and climatic elements were evaluated in
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the urban areas of China (Yao et al. 2018). A seasonal
interpretation of LST with the weather elements was
performed on the cities of China (Lai et al. 2018). The
variation of LST and land connectivity was analyzed with
a specific index applied in Beijing, China (Sun, Xie, and
Chen 2018). Thus, the correlation analysis beteen LST
and LULC indices was quite common in the UHI related
study. The present paper also used a common linear
regression method to show the seasonal variation of
LST in UHI, non-UHI, and common UHI zones in
a typical Indian city for a single year and the relationship
of LST with different LULC indices.

The main focus of the study was to determine the
seasonal variation of LST-LULC indices relationship in the
UHI, non-UHI, common UHI and the whole of Raipur City
by using Landsat 8 satellite images.

2. Study area and data

Raipur, the capital of Chhattisgarh and a rapidly
growing smart city in India was selected as the
study area. Raipur extends from 21°11ʹ22” N to 21°
20ʹ02” N and from 81°32ʹ20” E to 81°41ʹ50”
E (Figure 1). The range of elevation of the study

area is approximately 300 m above mean sea level
and it is loocated along the western part of the
Mahanadi River (Figure 1). Overall the city is under
a tropical savannah type of climate. Accoding to India
Meteorological Department, pre-monsoon, monsoon,
post-monsoon, and winteroccur in Raipur City. Pre-
monsoon season (March-June) is hot and dry. Mot of
the heavy showers occur in July to September
(Monsoon season). Temperature falls at a significant
rate in the post-monsoon period (October-
November). Winter season (December-February) is
characterised by dry and cool weather. The average
annual range of temperature is 21°C-34°C and the
average annual precipitation is 120–150 cm.

A total of four (one from each season (according
to India Meteorological Department)) Landsat 8
Operational Land Imager (OLI) and Thermal Infrared
Sensor (TIRS) level-1 data (<10% cloud coverage)
have been selected to determine the LST and to
detect the UHI over the whole of the Raipur City for
the following dates (Govil et al. 2019; Govil 2020;
Guha et al. 2019): 5 June 2014 (pre-monsoon
image), 25 September 2014 (monsoon image),
12 November 2014 (post-monsoon image), and

Figure 1. Location of the study area.

202 S. GUHA ET AL.



30 December 2014 (winter image). These four level-1
Landsat 8 OLI and TIRS images have been used as the
representatives of four different seasons, separately.
The Landsat 8 datasets have been freely downloaded
from United States Geological Survey (http://earthex
plorer.USGS.gov). The data specification has been
shown in Table 1. Landsat 8 TIRS data have two
bands (band10 and band11) having thermal charac-
teristics. But, only TIR Band 10 data has been used for
the LST retrieval process because TIR band 11 data
faces some calibration uncertainty (Guha et al. 2018;
Weng 2001; Weng and Yang 2004; Zhang et al. 2016).
Optical bands 3, 4, 5, 6, and 7 datasets have been
used in developing NDVI, NDWI, NDBI, and NMDI.
ArcGIS 9.3 software was used for various types of
image processing and mapping.

3. Methodology

3.1. Image pre-processing and atmospheric
correction

The satellite data acquired from Landsat 8 sensor was
subset to limit the data size. The thermal infrared band
for Landsat 8 TIR image (band 10) has a spatial resolution
of 100 m. This thermal band was resampled using the
nearest neighbour algorithm with a pixel size of 30 m to
match the optical bands. Atmospheric correction of the
satellite data has been done by the following steps:

For band 1 to band 9 of Landsat 8 OLI data, the
following equation is used to converting a digital num-
ber into spectral reflectance:

ρλ ¼ Mρ� Qcal þ Aρ (1)

where, ρλ is the spectral reflectance at top-of-atmo-
sphere (TOA) without correction for solar angle
(Unitless), Qcal is the Level 1 pixel value in Digital
Number (DN), Mρ is the reflectance multiplicative scaling
factor for the band (REFLECTANCEW_MULT_BAND_n
from the metadata), Aρ is the reflectance additive scaling
factor for the band (REFLECTANCE_ADD_BAND_N from
the metadata). The ρλ is corrected with local sun eleva-
tion angle θs by the following equation:

ρ0λ ¼ ρλ=sin θsð Þ (2)

For band 10 of Landsat 8 TIRS data, a similar calibration
equation is used:

Lλ ¼ ML� Qcal þ AL (3)

where, Lλ is the spectral radiance at TOA in
Wm−2sr−1 mm−1, Qcal is the Level 1 pixel value in Digital
Number (DN), ML is the radiance multiplicative scaling
factor for the band (RADIANCE_MULT_BAND_n from the
metadata) and AL is radiance additive scaling factor for
the band (RADIANCE_ADD_BAND_n from the metadata).

3.2. Extraction of different LULC indices

Normalized difference vegetation index (NDVI) (Tucker
1979) is the most frequently used index for extracting
vegetation. It is also applied in deriving LST and normally
shows a negative correlation with LST. Normalized dif-
ference water index (NDWI) (McFeeters 1996) is gener-
ally used for water body extraction. Normalized
difference built-up index (NDBI) (Zha, Gao, and Ni
2003) was applied in this study to detect the built-up
area. Normalized multi-band drought index (NMDI)
(Yuan and Bauer 2007) was used to identify the dry soil
or bare land. These four indices can be applied to cate-
gorize different types of LULC (Table 2).

3.3. Retrieving LST from Landsat 8 thermal band

In this study, the mono-window algorithm (Qin et al.
2001; Guha and Govil 2020; Guha et al. 2017, 2018,
2019) has been applied to derive LST from Landsat 8
TIRS data where ground emissivity, atmospheric trans-
mittance and effective mean atmospheric temperature
are considered as the three required parameters. The
entire procedure has the following steps:-

Table 1. Data specification of Landsat 8 OLI and TIRS satellite images for different seasons.

Date of
acquisition

Time
(UTC)

Path/
Row

Sun elevation
(o)

Sun azimuth
(o)

Cloud
cover
(%)

Earth-Sun dis-
tance

(astronomical
unit)

Resolution of VNIR bands
(m)

Resolution of TIR bands
(m)

05.06.2014 04:55:45 142/044 68.3821 83.3098 0.02 1.0146 30 100
25.09.2014 04:56:11 142/044 59.2100 134.1804 0.81 1.0030 30 100
12.11.2014 04:56:21 142/044 46.2266 152.4664 7.59 0.9899 30 100
30.12.2014 04:56:09 142/044 39.3441 150.8364 0.41 0.9834 30 100

Table 2. Description of four LULC indices.
Acronym Description Formulation Reference

NDVI Normalized difference
vegetation index

NIR�Red
NIRþRed

Tucker 1979

NDWI Normalized difference
water index

Green�NIR
GreenþNIR

McFeeters 1996

NDBI Normalized difference
built-up index

SWIR1�NIR
SWIR1þNIR

Zha, Gao, and Ni
et al. 2003

NMDI Normalized multi-band
drought index

NIR� SWIR1�SWIR2ð Þ½ �
NIRþ SWIR1þSWIR2ð Þ½ � Yuan and Bauer

2007
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Lλ ¼ 0:0003342 � DNþ 0:1 (4)

where, Lλ is the spectral radiance in Wm−2sr−1 mm−1.

Tb ¼ K2

ln K1
Lλ
þ 1

� � (5)

where, Tb is the brightness temperature in Kelvin (K), is
the spectral radiance in Wm−2sr−1 mm−1; K2 and K1 are
calibration constants. For Landsat 8 data, K2 is 774.89, K1
is 1321.08 (Wm−2sr−1 mm−1).

Fv ¼ NDVI � NDVImin

NDVImax � NDVImin

� �2

(6)

where,NDV Imin is the minimum NDVI value (0.2) where
pixels are considered as bare soil and NDVImax is the
maximum NDVI value (0.5) where pixels are considered
as healthy vegetation.

dε is the effect of the geometrical distribution of nat-
ural surfaces and internal reflections. For heterogeneous
and undulating surfaces, the value of dε may be 2%.

dε ¼ 1� εsð Þ 1� Fvð ÞFεv (7)

where, εv is vegetation emissivity, εs is soil emissivity, Fv
is fractional vegetation, F is a shape factor whose mean
is 0.55.

ε ¼ εvFv þ εs 1� Fvð Þ þ dε (8)

Figure 2. Seasonal variation of NDVI, NDWI, NDBI, and NMDI in Raipur City: (a-d) Pre-monsoon, (e-h) Monsoon,(i-l) Post-monsoon, and
(m-p) Winter season.
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where, ε is the land surface emissivity. The value of εmay
be determined by the following equation:

ε ¼ 0:004 � Fv þ 0:986 (9)

Water vapour content is determined by the following
equation:

w ¼ 0:0981� 10� 0:6108� exp
17:27� T0 � 273:15ð Þ
273:3þ T0 � 273:15ð Þ

� �
� RH

� 	
þ 0:1697

(10)

where, w is the water vapour content (g/cm2), T0 is the
near-surface air temperature in Kelvin (K), RH is the
relative humidity (%). These parameters of the atmo-
spheric profile are the average values of 14 stations
around Raipur which have been obtained from the
Meteorological Centre, Raipur and the Regional
Meteorological Centre, Nagpur.

τ ¼ 1:031412� 0:11536w (11)

where, τ is the total atmospheric transmittance, ε is the
land surface emissivity.

Raipur City is located in the tropical region. Thus, the
following equation may be applied to compute the
effective mean atmospheric transmittance of Raipur:

Ta ¼ 17:9769þ 0:91715T0 (12)

Ts ¼ a 1� C � Dð Þ þ b 1� C � Dð Þ þ C þ Df gTb � DTa½ �
C

(13)

C ¼ ετ (14)

D ¼ 1� τð Þ 1þ 1� εð Þτ½ � (15)

where, ε is the land surface emissivity, τ is the total
atmospheric transmittance, Tb is the at-sensor bright-
ness temperature, Ta is the mean atmospheric tempera-
ture, T0 is the near-surface air temperature, Ts is the land
surface temperature, a ¼ �67:355351,b ¼ 0:458606.

3.4. Mapping UHI, non-UHI, and common UHI

UHI and non-UHI zones were identified using the follow-
ing methods (Guha et al. 2017, 2018):

LST > μþ 0:5 � σ (16)

0< LST � μþ 0:5 � σ (17)

Figure 3. LST maps for Raipur City: (a) Pre-monsoon, (b) Monsoon, (c) Post-monsoon, and (d) Winter season.
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where, μ and σ are the mean and standard deviation
of LST in the study area respectively. Equation 16
has been used to derive UHI zones as the zones
having LST more than the combined value of mean
LST and half standard deviation. These zones are the
most heated zones of the city. Apart from the UHI,
the rest of the city area is considered as the non-UHI
(Equation 17). The ratio of vegetation and water
bodies is higher in the non-UHI, whereas in the
UHI, the main LULC types are built-up areas and
bare land. Moreover, the common UHI areas for
four Landsat 8 images have also been determined.
The common UHI is that specific area that is found
inside the UHI for all the images and it is the most
heated zone of the study area. This common UHI
zone always remains severely heated, irrespective
of any season. It is the most stable thermal zone
with a high temperature compared to its surround-
ing zones. It is important due to its temporal or
seasonal stability as a thermal stressed area.

4. Results and discussion

4.1. Seasonal variation in the distribution of NDVI,
NDWI, NDBI, and NMDI

The descriptive statistics (Table 3) presents the mini-
mum, maximum, mean, and standard deviation values
of NDVI, NDWI, NDBI, and NMDI (Figure 2) for the whole
of Raipur City.

4.2. Seasonal variation of LST distribution

The LST maps retrieved from satellite images have been
shown in Figure 3. The seasonal variation in the LST
distribution shows a specific thermal pattern. The mean
LST values in pre-monsoon, monsoon, post-monsoon,
and winter images are 33.59°C, 29.56°C, 23.40°C, and
22.26°C, respectively. The ranges of LST (maximum LST-
minimum LST) are found as 13.50°C in pre-monsoon
image, 12.28°C in monsoon image, 8.83°C in the post-
monsoon image, and 10.12°C in the winter image,
respectively. Basically, this type of heterogeneity in LST
has been observed due to the change in vegetation
abundance and soil moisture content. Monsoon and
post-monsoon images are characterized by healthy
vegetation and wet soil. The winter image reflects the
least standard deviation value of LST (Table 4).

4.3. Validation of derived LST with respect to
MODIS data

Before performing any kind of application, validation
of derived LST is necessary with in situ measurement
or with any other satellite sensor. In the present
study, MODIS datasets have been applied for the
validation of LST values as a reference image. For
any particular date, MODIS and Landsat sensors do
not provide imageries for the same study area. Thus,
MOD11A1 data (1 km spatial resolution) of 4 June
2014 (pre-monsoon image), 24 September 2014
(monsoon image), 13 November 2014 (post-monsoon
image), and 29 December 2014 (winter image) have

Table 4. Spatial distribution of LST (oC) for the whole of Raipur City in four multi-date images.
Date of
acquisition

LST
(Minimum)

LST
(Maximum)

LST
(Mean)

LST
(Standard deviation) Threshold LST value for UHI

5 June 2014 25.77 39.27 33.59 1.61 34.40
25 September 2014 24.51 36.79 29.56 1.73 30.42
12 November 2014 19.39 28.23 23.40 1.12 24.00
30 December 2014 17.64 27.76 22.26 1.11 22.82

Table 3. Descriptive statistics of NDVI, NDWI, NDBI, and NMDI for
the whole of Raipur City.
Date of
acquisition Minimum Maximum Mean

Standard
deviation

NDVI values
5 June 2014 −0.0803 0.4536 0.1326 0.0568
25 September 2014 −0.1527 0.5526 0.2398 0.1017
12 November 2014 −0.1066 0.4478 0.1427 0.0640
30 December 2014 −0.1112 0.3762 0.0788 0.0486

NDWI values
5 June 2014 −0.4032 0.0985 −0.1432 0.0514
25 September 2014 −0.4850 0.1715 −0.2122 0.0855
12 November 2014 −0.4146 0.1183 −0.1190 0.0577
30 December 2014 −0.3541 0.1453 −0.0673 0.0494

NDBI values
5 June 2014 −0.3149 0.4505 0.0008 0.0495
25 September 2014 −0.4221 0.2112 −0.1141 0.0749
12 November 2014 −0.3444 0.1694 −0.0660 0.0443
30 December 2014 −0.3171 0.1827 −0.0249 0.0352

NMDI values
5 June 2014 0.1533 0.4889 0.2912 0.0250
25 September 2014 0.1737 0.5256 0.3446 0.0321
12 November 2014 0.1986 0.5516 0.3231 0.0197
30 December 2014 0.2021 0.5230 0.3152 0.0190
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been taken for the validation of estimated LST. No
precipitation or atmospheric disturbances are
observed in between the acquisition date of both
Landsat 8 and MOD11A1 imageries for each afore-
mentioned season. For MODIS and Landsat 8 data,
the spatial resolution of retrieved LST is 1000 m and
100 m, respectively. In spite of not performing any
upscaling or downscaling procedure, a moderate to
strong positive regional correlation has been found
between the mean derived LST from Landsat 8 data
and MODIS data (Table 5).

4.4. Relationship of LST with wind speed, humidity,
air temperature, air pressure, and elevation

The relationship between LST and some weather
and terrain characteristics has been analysed in the
present study. Elevation and some weather compo-
nents like wind speed, humidity, air temperature, air
pressure, etc. (obtained from the observation sta-
tions) correlate with LST differently. These relation-
ships have been presented in Table 6. Air
temperature has a very strong positive relationship
with LST for the whole area, UHI, non-UHI, and
common UHI, whereas air pressure builds a very
strong negative relationship with LST. LST and
wind speed correlate moderately negative for differ-
ent heated areas of the city. Humidity and LST has

a weak negative relationship. There is no such linear
correlation found in the LST-elevation relationship.

4.5. Seasonal variation of UHI, non-UHI, and
common UHI

The intensity of UHI has been determined by the
difference between the mean values of LST in UHI
and non-UHI (Table 7). In pre-monsoon and winter
images, the UHI zones are mainly generated in the
north, west, and south-east periphery (Figure 4). But,
in monsoon and post-monsoon images, the northern
and central parts (the main built-up areas and bare
lands within the city boundary) have been considered
as the UHI zones. The difference between the mean
LST values in UHI and non-UHI of Raipur City is 2.66°
C, 2.91°C, 1.89°C, and 1.88°C in pre-monsoon, mon-
soon, post-monsoon, and winter images, respectively.
The mean LST values of the common UHI of the city
for all the four images have been ranged between
24.08°C (winter image) and 35.69°C (pre-monsoon
image). Regardless of any particular date, the com-
mon UHI zones have been developed mainly in the
north-west portion (bare lands and built-up areas) of
the city (Figure 5).

4.6. Relationship of LST and NDVI, NDWI, NDBI,
and NMDI for the Whole area, UHI, non-UHI, and
common UHI of Raipur City

Generally, LST presents a negative relationship with
NDVI and NMDI, whereas it shows a positive rela-
tionship with NDBI. There is no such significant rela-
tionship formed between LST and NDWI. This
particular pattern has been seen in the whole of
Raipur City, irrespective of dates (Table 8).

Table 5. Validation of LST (oC) retrieved from Landsat 8 OLI and TIRS data with MODIS data (significant at 0.05 level).
Landsat 8

(5 June 2014) &
MODIS (4 June 2014)

Landsat 8
(25 September 2014) &

MODIS (24 September 2014)

Landsat 8
(12 November 2014) &

MODIS (13 November 2014)

Landsat 8
(30 December 2014) &

MODIS (29 December 2014)

Correlation coefficient 0.61479 0.62433 0.62009 0.55437

Table 7. Seasonal variations of LST (oC) in UHI, non-UHI, and common UHI in Raipur City.
LST

(Minimum)
LST

(Maximum)
LST

(Mean)
LST

(Standard deviation)

Date of
Acquisition UHI Non-UHI Common UHI UHI Non-UHI Common UHI UHI Non-UHI Common UHI UHI Non-UHI Common UHI

5 June 2014 34.40 25.78 34.40 39.27 34.40 38.45 35.42 32.76 35.69 0.73 1.16 0.73
25 September 2014 30.42 24.51 30.42 36.79 30.42 36.78 31.50 28.59 32.09 0.85 1.14 1.16
12 November 2014 24.00 19.39 24.00 28.23 24.00 28.22 24.81 22.92 25.72 0.78 0.76 0.74
30 December 2014 22.82 17.64 22.81 27.76 22.82 27.75 23.63 21.75 24.08 0.68 0.75 0.69

Table 6. Relationship of LST with wind speed, humidity, air
temperature, air pressure, and elevation (significant at 0.05 level).
Correlation
coefficient

LST-wind
speed

LST-
humidity

LST-air tem-
perature

LST-air
pressure

LST-
elevation

Whole city −0.48 −0.28 0.94 −0.92 0.02
UHI −0.49 −0.26 0.94 −0.91 −0.09
Non-UHI −0.46 −0.29 0.94 −0.93 0.19
Common UHI −0.52 −0.23 0.94 −0.90 −0.07
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Correlation coefficient values are significant at 0.05 level.
NDBI shows the strongest correlation with LST among the
four LULC indices for four multi-date images. But, these
relationships tend to be changed within the UHI of the
city, whereas NDVI andNDWI reflect a stronger correlation
with LST for each and every image. Again, the scenario
became different within the non-UHI portions of the city
where NDBI and NMDI presented a stronger correlation
with LST compare to the other two LULC indices. In the
common UHI (using the mean value of single season or
the mean value of four seasons) region, NDVI and NDWI
have a much better correlation with LST, but these rela-
tionships become gradually weak with the increase of the
heterogeneous surface features. Monsoon and post-

monsoon images reveal a better correlation between
LST and LULC indices. Common UHI (Figure 6) using the
mean value of four seasons indicate a stronger correlation
for LST and LULC indices.

Figure 7-10 represent the seasonal variation of LST
distribution maps and their corresponding NDVI, NDWI,
NDBI, and NMDI maps for the UHI, non-UHI, common UHI
using the mean value of single season, and common UHI
using the mean value of four seasons, respectively. Due to
the presence of more moisture content in soil and air, the
relationships between LST and LULC indices are more
consistent in the monsoon and post-monsoon images.

Figure 7 represents the seasonal variation of LST
distribution maps and their corresponding NDVI,

Figure 4. UHI and non-UHI of Raipur City: (a) Pre-monsoon, (b) Monsoon, (c) Post-monsoon, and (d) Winter season.
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NDWI, NDBI, and NMDI maps for the UHI of Raipur
City for four multi-date images. The black coloured
portion of the map represents the non-UHI area of
Raipur City. The post-monsoon image reveals the

most consistent relationship. The northwest portion
of the study area shows a stronger spatial relation-
ship between LST and all the LULC indices. In the pre-
monsoon season, the high LST values are

Figure 5. Common UHI (using the mean value of each season) of Raipur City: (a) Pre-monsoon, (b) Monsoon, (c) Post-monsoon, and (d)
Winter season. The black colour portions of the images represent the area outside the common UHI for different seasons.

Table 8. Correlation coefficient values of LST with different LULC indices (significant at 0.05 level).
LULC Indices 5 June 2014 25 September 2014 12 November 2014 30 December 2014

Correlation coefficient values of LST and LULC indices (Whole of the Raipur City)
NDVI −0.3201 −0.5942 −0.5337 −0.0982
NDWI 0.2300 0.5065 0.4906 0.0005
NDBI 0.5764 0.7235 0.5384 0.4950
NMDI −0.5030 −0.6467 −0.2829 −0.4026

Correlation coefficient values of LST and LULC indices (UHI)
NDVI −0.4634 −0.4069 −0.4833 −0.3333
NDWI 0.4708 0.4497 0.5177 0.2706
NDBI −0.0465 0.2621 0.1150 0.1703
NMDI 0.2456 −0.0935 0.1963 0.0675

Correlation coefficient values of LST and LULC indices (non-UHI)
NDVI −0.1017 −0.3640 −0.2613 0.1520
NDWI −0.0501 0.2699 0.1798 −0.2702
NDBI 0.5732 0.5955 0.4966 0.5045
NMDI −0.6234 −0.5828 −0.4078 −0.5737

Correlation coefficient values of LST and LULC indices (common UHI using the mean value of each season)
NDVI −0.3714 −0.4313 −0.5126 −0.2924
NDWI 0.3739 0.4463 0.5068 0.2538
NDBI −0.0073 0.3319 0.1768 0.0425
NMDI 0.1621 −0.1024 0.1616 0.1448

Correlation coefficient values of LST and LULC indices (common UHI using the mean value of four seasons)
NDVI −0.5566 −0.5244 −0.3731 −0.5356
NDWI 0.6139 0.5465 0.4182 0.5159
NDBI −0.2039 0.1263 0.1819 −0.1213
NMDI 0.3899 0.2354 0.0089 0.3571
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corresponding to moderate NDVI, moderate NDWI,
high NDBI, and moderate NMDI values. The monsoon
season shows that the high LST values are found in
the area of low NDVI, moderate NDWI, high NDBI,
and low NMDI. In the post-monsoon season, low
NDVI, moderate NDWI, high NDBI, and moderate
NMDI zones represent the high LST values. In the
winter season, low NDVI, high NDWI, high NDBI, and
low NMDI zones represent the high LST values.

Figure 8 shows the variation of LST distribution
maps and their corresponding NDVI, NDWI, NDBI,
and NMDI maps for the non-UHI of Raipur City for
four multi-date images. The black coloured portion
of the map represents the UHI area of Raipur City.
The post-monsoon image reflects the most signifi-
cant relationship. In the southern portion of the
non-UHI, the relationship is more reliable. In the
pre-monsoon season, the high LST values are corre-
sponding to moderate NDVI, low NDWI, moderate
NDBI, and low NMDI values. The monsoon season
shows that the high LST values are found in the area
of high NDVI, low NDWI, low NDBI, and high NMDI.
In the post-monsoon season, moderate NDVI, low
NDWI, moderate NDBI, and low NMDI zones repre-
sent the high LST values. In the winter season, mod-
erate NDVI, moderate NDWI, high NDBI, and low
NMDI zones represent the high LST values.

LST distribution maps and their corresponding
NDVI, NDWI, NDBI, and NMDI maps for the common
UHI of Raipur City using mean value of single season
are presented by Figure 9. The black coloured portion

of the map represents the area outside the common
UHI of the city. Post-monsoon and monsoon images
indicate the most significant relationship of LST with
LULC indices. In the pre-monsoon season, the high
LST values are corresponding to moderate NDVI,
moderate NDWI, high NDBI, and moderate NMDI
values. The monsoon season shows that the high
LST values are found in the area of low NDVI, mod-
erate NDWI, high NDBI, and low NMDI. In the post-
monsoon season, low NDVI, moderate NDWI, high
NDBI, and moderate NMDI zones represent the high
LST values. In the winter season, low NDVI, high
NDWI, high NDBI, and low NMDI zones represent
the high LST values.

LST distribution maps and their corresponding
NDVI, NDWI, NDBI, and NMDI maps for the common
UHI of Raipur City using mean value of four seasons
are presented by Figure 10. The black coloured por-
tion of the map represents the area outside the
common UHI of the city. In the pre-monsoon, winter,
and monsoon images, LST correlates strongly with
the LULC indices. In the pre-monsoon season, the
high LST values are corresponding to moderate
NDVI, low NDWI, moderate NDBI, and low NMDI
values. The monsoon season shows that the high
LST values are found in the area of moderate NDVI,
low NDWI, moderate NDBI, and moderate NMDI. In
the post-monsoon season, low NDVI, moderate NDWI,
moderate NDBI, and moderate NMDI zones represent
the high LST values. In the winter season, moderate
NDVI, moderate NDWI, moderate NDBI, and moderate
NMDI zones represent the high LST values.

The best correlation between LST and the four
above-mentioned LULC indices is found for the
whole of Raipur City, irrespective of any date. The
relationship is weaker with the increase of heteroge-
neity in an urban landscape. Common UHI of all
seasons simply indicates the built-up area and semi
bare lands which are more heterogeneous. Thus, the
least correlation has been found in the common UHI
of the city area. UHI and non-UHI of the city reflect
the moderate values of the correlation coefficient.

5. Conclusion

In this paper, Landsat 8 OLI and TIRS data of four
different dates selected from four different seasons in
a single year have been used to investigate the UHI
intensity effect in Raipur City of India and to interpret
the dynamic relationship between LST with NDVI,
NDWI, NDBI, and NMDI. The above relationships
have been examined using the whole area, UHI,
non-UHI, and common UHI of Raipur City. UHIs have

Figure 6. Common UHI (using the mean value of four seasons) of
Raipur City. The black colour portion of the image represents the
area outside the common UHI.
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been identified through the spatial distribution of LST
which are mainly existed in the northern and south-
ern parts of the city. Bare land and built-up area are
mostly responsible for generating high LST values.
LST level is reduced significantly due to the presence
of vegetation and water bodies.

Furthermore, the relationships of LST to NDVI, NDWI,
NDBI, and NMDI have been interpreted quantitatively by
linear regression analysis (using Pearson’s product
moment correlation coefficient) at the pixel level. For
the whole of Raipur City, LST shows a strong positive

correlation with NDBI; and a moderate to strong nega-
tive correlation with NMDI, irrespective of dates. Inside
the UHI, NDVI and NDWI show a stronger correlation
(NDVI-negative, NDWI-positive) with LST in comparison
with the other indices. Conversely, inside the non-UHI
zone, NDBI and NMDI present a stronger correlation
(NDBI-positive, NMDI-negative). Besides, NDVI-LST and
NDWI-LST relationships are stronger inside the common
UHI in all seasons.

One of the main objectives of the present study is to
estimate the variation in the correlation analysis for the

Figure 7. LST-NDVI, LST-NDWI, LST-NDBI, and LST-NMDI relationship in UHI of Raipur City: (a)-(d) Pre-monsoon season; (e)-(h)
Monsoon season; (i)-(l) Post-monsoon season; (m)-(p) Winter season. The black colour portions of the images represent the non-
UHI for different seasons.
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satellite images of four different dates. Monsoon and
post-monsoon images are more prominent in showing
the relationship between LST and LULC indices due to
the presence of green healthy vegetation and high
moisture content in the soil. Pre-monsoon image is less
dominant compared to the above two images, whereas
these relationships show the lowest correlation coeffi-
cient values in the winter image.

In the future, many additional research works may be
included. Firstly, the entire researchwork can be performed

with other satellite data of different spatial resolution (e.g.,
IKONOS (1 m), Quickbird (0.6 m), ASTER (15 m), Sentinel-2A
(10 m), MODIS (1000 m), etc.). Secondly, seasonal variation
in the correlation valuesbetweenLST andLULC indicesmay
be monitored with ten years or more time period. Thirdly,
other LULC indices (e.g., Enhanced vegetation index, Soil
adjusted vegetation index, Modified normalized difference
water index, Normalized difference mud index, Burn area
index, etc.) may be examined to find the better correlation
with LST. Fourthly, the present study may be examined in

Figure 8. LST-NDVI, LST-NDWI, LST-NDBI, and LST-NMDI relationship in non-UHI of Raipur City: (a)-(d) Pre-monsoon season;
(e)-(h) Monsoon season; (i)-(l) Post-monsoon season; (m)-(p) Winter season. The black colour portions of the images
represent the UHI for different seasons.
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different environments with large physical varieties. Finally,
other statistical methods and algorithms (Spearman Rank
Correlation Coefficient, Kendall correlation coefficient, etc.)
may also be applied to estimate the correlation between
LST and different LULC indices.

Acknowledgements

The authors are indebted to United States Geological Survey
and National Institute of Technology Raipur, India.

Disclosure statement

No potential conflict of interest was reported by the
authors.

ORCID

Subhanil Guha http://orcid.org/0000-0002-2967-7248
Himanshu Govil http://orcid.org/0000-0002-3433-8355
Neetu Gill http://orcid.org/0000-0001-7392-2178
Anindita Dey http://orcid.org/0000-0002-6400-4284

Figure 9. LST-NDVI, LST-NDWI, LST-NDBI, and LST-NMDI relationship in common UHI (using the mean value of single
season) of Raipur City: (a)-(d) Pre-monsoon season; (e)-(h) Monsoon season; (i)-(l) Post-monsoon season; (m)-(p) Winter
season. The black colour portions of the images represent the area outside the common UHI for different seasons.

ANNALS OF GIS 213



References

Amiri, R., Q. Weng, A. Alimohammadi, and S. K. Alavipanah. 2009.
“Spatial-temporal Dynamics of Land Surface Temperature in
Relation to Fractional Vegetation Cover and Land Use/cover in
the Tabriz Urban Area, Iran.” Remote Sensing of Environment
113:2606–2617. doi:10.1016/j.rse.2009.07.021.

Arnfield, J. 2003. “Two Decades of Urban Climate Research:
A Review of Turbulence, Exchanges of Energy and Water,
and the Urban Heat Island.” International Journal of
Climatology 23: 1–26. doi:10.1002/joc.859.

Chun, B., and J. M. Guldmann. 2018. “Impact of Greening on the
Urban Heat Island: Seasonal Variations and Mitigation
Strategies.” Computers, Environment and Urban Systems 71:
165–176. doi:10.1016/j.compenvurbsys.2018.05.006.

Chun, B., and J.-M. Guldmann. 2014. “Spatial Statistical Analysis
and Simulation of the Urban Heat Island in High-density
Central Cities.” Landscape and Urban Planning 125: 76–88.
doi:10.1016/j.landurbplan.2014.01.016.

Coseo, P., and L. Larsen. 2014. “How Factors of Land Use/land
Cover, Building Configuration, and Adjacent Heat Sources
and Sinks Explain Urban Heat Islands in Chicago.” Landscape
and Urban Planning 125: 117–129. doi:10.1016/j.
landurbplan.2014.02.019.

Cui, Y. Y., and B. de Foy. 2012. “Seasonal Variations of the Urban
Heat Island at the Surface and the Near-surface and
Reductions Due to Urban Vegetation in Mexico City.”
Journal of Applied Meteorology and Climatology 51:
855–868. doi:10.1175/JAMC-D-11-0104.1.

Figure 10. LST-NDVI, LST-NDWI, LST-NDBI, and LST-NMDI relationship in common UHI (using the mean value of four seasons) of Raipur
City: (a)-(d) Pre-monsoon season; (e)-(h) Monsoon season; (i)-(l) Post-monsoon season; (m)-(p) Winter season. The black colour
portions of the images represent the area outside the common UHI for different seasons.

214 S. GUHA ET AL.

https://doi.org/10.1016/j.rse.2009.07.021
https://doi.org/10.1002/joc.859
https://doi.org/10.1016/j.compenvurbsys.2018.05.006
https://doi.org/10.1016/j.landurbplan.2014.01.016
https://doi.org/10.1016/j.landurbplan.2014.02.019
https://doi.org/10.1016/j.landurbplan.2014.02.019
https://doi.org/10.1175/JAMC-D-11-0104.1


Dai, Z., J.-M. Guldmann, and Y. Hu. 2018. “Spatial Regression
Models of Park and Land-use Impacts on the Urban Heat
Island in Central Beijing.” Science of the Total Environment
626 :1136–1147. doi:10.1016/j.scitotenv.2018.01.165.

Deilami, K., and M. Kamruzzaman. 2017. “Modelling the Urban
Heat Island Effect of Smart Growth Policy Scenarios in
Brisbane.” Land Use Policy 64: 38–55. doi:10.1016/j.
landusepol.2017.02.027.

Feyisa, G. L., H. Meilby, G. Darrel Jenerette, and S. Pauliet. 2016.
“Locally Optimized Separability Enhancement Indices for
Urban Land Cover Mapping: Exploring Thermal
Environmental Consequences of Rapid Urbanization in
Addis Ababa, Ethiopia.” Remote Sensing of Environment 175
:14–31. doi:10.1016/j.rse.2015.12.026.

Govil, H., S. Guha, A. Dey, and N. Gill. 2019. “Seasonal Evaluation
of Downscaled Land Surface Temperature: A Case Study in
A Humid Tropical City.” Heliyon 5 (6): e01923. doi:10.1016/j.
heliyon.2019.e01923.

Govil H., Guha S., Diwan P., Gill N., Dey A. 2020. “Analyzing
Linear Relationships of LST with NDVI and MNDISI Using
Various Resolution Levels of Landsat 8 OLI and TIRS Data.”
In Data Management, Analytics and Innovation. Advances in
Intelligent Systems and Computing. Vol. 1042 pp. 171-184.
edited by N. Sharma, A. Chakrabarti, V. Balas, et al.
Singapore: Springer.doi:10.1007/978-981-32-9949-8_13.

Guha, S., H. Govil, and S. Mukherjee. 2017. “Dynamic Analysis
and Ecological Evaluation of Urban Heat Islands in Raipur
City, India.” Journal of Applied Remote Sensing 11 (3): 036020.
doi:10/1117/1.JRS.11.036020.

Guha, S., H. Govil, and P. Diwan. 2019. “Analytical Study of
Seasonal Variability in Land Surface Temperature with
Normalized Difference Vegetation Index, Normalized
Difference Water Index, Normalized Difference Built-up
Index, and Normalized Multiband Drought Index.” Journal
of Applied Remote Sensing 13 (2): 024518. doi:10.1117/1.
JRS.13.024518.

Guha, S., and H. Govil. 2020. “An Assessment on the Relationship
between Land Surface Temperature and Normalized
Difference Vegetation Index.” Environment, Development and
Sustainability doi:10.1007/s10668-020-00657-6.

Guha, S., H. Govil, A. Dey, and N. Gill. 2018. “Analytical Study of
Land Surface Temperature with NDVI and NDBI Using
Landsat 8 OLI and TIRS Data in Florence and Naples City,
Italy.” European Journal of Remote Sensing 51 (1): 667–678.
doi:10.1080/22797254.2018.1474494.

Haashemi, S., Q. Weng, A. Darvishi, and S. Alavipanah. 2016.
“Seasonal Variations of the Surface Urban Heat Island in a
Semi-arid City.” Remote Sensing 8 (352). doi:10.3390/
rs8040352.

Khorchani, M., N. Martin-Hernandez, S. M. Vicente-Serrano,
C. Azorin-Molina, M. Garcia, M. A. Domínguez-Duran, and
F. Reig. 2018b. “Average Annual and Seasonal Land Surface
Temperature, Spanish Peninsular.” Journal of Maps 14 (2):
465–475. doi:10.1080/17445647.2018.1500316.

Khorchani, M., S. M. Vicente-Serrano, C. Azorin-Molina,
M. Garcia, N. Martin-Hernandez, M. Peña-Gallardo, and A. El
Kenawy. 2018a. “Trends in LST over the Peninsular Spain as
Derived from the AVHRR Imagery Data.” Global and

Planetary Change 166 :75–93. doi:10.1016/j.
gloplacha.2018.04.006.

Kim, J.-P., and J.-M. Guldmann. 2014. “Land-use Planning and
the Urban Heat Island.” Environment and Planning B 41:
1077–1099. doi:10.1068/B130091P.

Kuang, W., Y. Liu, Y. Dou, W. Chi, G. Chen, C. Gao, and T. Yang.
2015. “What are Hot andWhat are Not in anUrban Landscape:
Quantifying and Explaining the Land Surface Temperature
Pattern in Beijing, China.” Landscape Ecology 30 :357–373.
doi:10.1007/s10980-014-0128-6.

Lai, J., W. Zhan, F. Huang, J. Quan, L. Hu, L. Gao, and W. Ju. 2018.
“Does Quality Control Matter? Surface Urban Heat Island
Intensity Variations Estimated by Satellite-derived Land
Surface Temperature Products.” ISPRS Journal
of photogrammetry and Remote Sensing 139 :212–227.
doi:10.1016/j.isprsjprs.2018.03.012.

Li, J., C. Song, L. Cao, F. Zhu, X. Meng, and J. Wu. 2011. “Impacts
of Landscape Structure on Surface Urban Heat Islands:
A Case Study of Shanghai, China.” Remote Sensing of
Environment 115 :3249–3263. doi:10.1016/j.rse.2011.07.008.

Lopez, J. M. R. 2017. “Frontiers of Urbanization: Identifying and
Explaining Urbanization Hot Spots in the South of Mexico
City Using Human and Remote Sensing.” Applied Geography
79 (1–10). doi:10.1016/j.apgeog.2016.12.001.

Mathew, A., S. Khandelwal, and N. Kaul. 2017. “Investigating
Spatial and Seasonal Variations of Urban Heat Island Effect
over Jaipur City and Its Relationship with Vegetation,
Urbanization and Elevation Parameters.” Sustainable Cities
and Society 35 :157–177. doi:10.1016/j.scs.2017.07.013.

McFeeters, S. K. 1996. “The Use of the Normalized Difference
Water Index (NDWI) in the Delineation of Open Water
Features.” International Journal of Remote Sensing 17 (7):
1425–1432. doi:10.1080/01431169608948714.

Mirzaei, P. A. 2015. “Recent Challenges in Modeling of Urban
Heat Island.” Sustainable Cities and Society 19: 200–206.
doi:10.1016/j.scs.2015.04.001.

Nie, Q., W. Man, Z. Li, and Y. Huang . 2016. “Spatiotemporal Impact
of Urban Impervious Surface on Land Surface Temperature in
Shanghai, China.” Canadian Journal Remote Sensing 42 (6):
680–689. DOI:10.1080/07038992.2016.1217484.

Pearsall, H. 2017. “Staying Cool in the Compact City: Vacant
Land and Urban Heating in Philadelphia, Pennsylvania.”
Applied Geography 79: 84–92. doi:10.1016/j.apgeo
p.2016.12.010.

Peng, J. 2018. “Seasonal Contrast of the Dominant Factors for
Spatial Distribution of Land Surface Temperature in Urban
Areas.” Remote Sensing of Environment 215 :255–267.
doi:10.1016/j.rse.2018.06.010.

Peng, J., P. Xie, Y. Liu, and J. Ma. 2016. “Urban Thermal
Environment Dynamics and Associated Landscape Pattern
Factors: A Case Study in the Beijing Metropolitan Region.”
Remote Sensing of Environment 173 :145–155. doi:10.1016/j.
rse.2015.11.027.

Qin, Z. 2001. “A Mono-window Algorithm for Retrieving Land
Surface Temperature from Landsat TM Data and Its
Application to the Israel–Egypt Border Region.”
International Journal of Remote Sensing 22 (18): 3719–3746.
doi:10.1080/01431160010006971.

ANNALS OF GIS 215

https://doi.org/10.1016/j.scitotenv.2018.01.165
https://doi.org/10.1016/j.landusepol.2017.02.027
https://doi.org/10.1016/j.landusepol.2017.02.027
https://doi.org/10.1016/j.rse.2015.12.026
https://doi.org/10.1016/j.heliyon.2019.e01923
https://doi.org/10.1016/j.heliyon.2019.e01923
https://doi.org/10/1117/1.JRS.11.036020
https://doi.org/10.1117/1.JRS.13.024518
https://doi.org/10.1117/1.JRS.13.024518
https://doi.org/10.1007/s10668-020-00657-6
https://doi.org/10.1080/22797254.2018.1474494
https://doi.org/10.3390/rs8040352
https://doi.org/10.3390/rs8040352
https://doi.org/10.1080/17445647.2018.1500316
https://doi.org/10.1016/j.gloplacha.2018.04.006
https://doi.org/10.1016/j.gloplacha.2018.04.006
https://doi.org/10.1068/B130091P
https://doi.org/10.1007/s10980-014-0128-6
https://doi.org/10.1016/j.isprsjprs.2018.03.012
https://doi.org/10.1016/j.rse.2011.07.008
https://doi.org/10.1016/j.apgeog.2016.12.001
https://doi.org/10.1016/j.scs.2017.07.013
https://doi.org/10.1080/01431169608948714
https://doi.org/10.1016/j.scs.2015.04.001
https://doi.org/10.1080/07038992.2016.1217484
https://doi.org/10.1016/j.apgeop.2016.12.010
https://doi.org/10.1016/j.apgeop.2016.12.010
https://doi.org/10.1016/j.rse.2018.06.010
https://doi.org/10.1016/j.rse.2015.11.027
https://doi.org/10.1016/j.rse.2015.11.027
https://doi.org/10.1080/01431160010006971


Quan, J., W. Zhan, Y. Chen, M. Wang, and J. Wang. 2016. “Time
Series Decomposition of Remotely Sensed Land Surface
Temperature and Investigation of Trends and Seasonal
Variations in Surface Urban Heat Islands.” Journal of
Geophysical Research-Atmospheres 121 (6): 2638–2657.
doi:10.1002/2015JD024354.

Rinner, C., and M. Hussain. 2011. “Toronto’s Urban Heat Island
Exploring the Relationship between Land Use and Surface
Temperature.” Remote Sensing 3: 1251–1265. doi:10.3390/
rs3061251.

Rizwan, A. M., L. Y. C. Dennis, and C. LIU. 2008. “A Review on the
Generation, Determination andMitigation of the Urban Heat
Island.” Journal of Environmental Sciences20 (1): 120–128.
doi:10.1002/2017EF000569.

Song, J., S. Du, X, Feng, and L. Guo. 2014. “The
Relationships between Landscape Compositions and
Land Surface Temperature: Quantifying Their Resolution
Sensitivity with Spatial Regression Models.” Landscape
and Urban Planning 123 :145–157. doi:10.1016/j.
landurbplan.2013.11.014.

Sun, R., W. Xie, and L. Chen. 2018. “A Landscape Connectivity
Model to Quantify Contributions of Heat Sources and Sinks
in Urban Regions.” Landscape and Urban Planning 178
:43–50. doi:10.1016/j.landurbplan.2018.05.015.

Weng, Q. 2001. “A Remote sensing-GIS Evaluation of Urban
Expansion and Its Impact on Surface Temperature in
Zhujiang Delta, China.” International Journal of Remote
Sensing 22 (10): 1999–2014. doi:10.1080/713860788.

Weng, Q., and S. Yang. 2004. “Managing the Adverse Thermal
Effects of Urban Development in a Densely Populated
Chinese City.” Journal of Environmental Management 70 (2):
145–156. doi:10.1016/j.jenvman.2003.11.006.

Yao, R., L. Wang, X. Huang, W. Zhang, J. Li, and Z. Niu 2018.
“Interannual Variations in Surface Urban Heat Island
Intensity and Associated Drivers in China.” Journal of

Environmental Management 222 :86–94. doi:10.1016/j.
jenvman.2018.05.024.

Yuan, F., and M. E. Bauer. 2007. “Comparison of Impervious
Surface Area and Normalized Difference Index as Indicators
of Surface Urban Heat Island Effects in Landsat Imagery.”
Remote Sensing of Environment 106: 375–386. doi:10.1016/j.
rse.2006.09.003.

Zha, Y., J. Gao, and S. Ni. 2003. “Use of Normalized Difference
Built-up Index in Automatically Mapping Urban Areas from
TM Imagery.” International Journal of Remote Sensing 24 (3):
583–594. doi:10.1080/01431160304987.

Zhang, H., Z.-F. Qi, X.-Y. Ye, Y.-B. Cai, W.-C. Ma, and M.-N. Chen.
2013. “Analysis of Land Use/land Cover Change, Population
Shift, and Their Effects on Spatiotemporal Patterns of Urban
Heat Islands in Metropolitan Shanghai, China.” Applied
Geography 44 :121–133. doi:10.1016/j.apgeog.2013.07.021.

Zhang, Z., G. He, M. Wang, T. Long, G. Wang, X. Zhang, andW. Jiao
2016. “Towards an Operational Method for Land Surface
Temperature Retrieval from Landsat 8 Data.” Remote Sensing
Letters 7 (3): 279–288. DOI:10.1080/2150704X.2015.1130877.

Zhao, M., H. Cai, Z. Qiao, and X. Xu. 2016. “Influence of Urban
Expansion on the Urban Heat Island Effect in Shanghai.”
International J ournalof Geographical Information Science 30
(12): 2421–2441. doi:10.1080/13658816.2016.1178389.

Zhou, W., Y. Qian, X. Li, W. Li, and L. Han. 2014. “Relationships
between Land Cover and the Surface Urban Heat Island:
Seasonal Variability and Effects of Spatial and Thematic
Resolution of Land Cover Data on Predicting Land Surface
Temperatures.” Landscape Ecology 29 :153–167. doi:10.1007/
s10980-013-9950-5.

Zhou, W. Q., G. Huang, and M. L. Cadenasso. 2011. “Does Spatial
Configuration Matter? Understanding the Effects of Land
Cover Pattern on Land Surface Temperature in Urban
Landscapes.” Landscape and Urban Planning 102 (1): 54–63.
doi:10.1016/j.landurbplan.2011.03.009.

216 S. GUHA ET AL.

https://doi.org/10.1002/2015JD024354
https://doi.org/10.3390/rs3061251
https://doi.org/10.3390/rs3061251
https://doi.org/10.1002/2017EF000569
https://doi.org/10.1016/j.landurbplan.2013.11.014
https://doi.org/10.1016/j.landurbplan.2013.11.014
https://doi.org/10.1016/j.landurbplan.2018.05.015
https://doi.org/10.1080/713860788
https://doi.org/10.1016/j.jenvman.2003.11.006
https://doi.org/10.1016/j.jenvman.2018.05.024
https://doi.org/10.1016/j.jenvman.2018.05.024
https://doi.org/10.1016/j.rse.2006.09.003
https://doi.org/10.1016/j.rse.2006.09.003
https://doi.org/10.1080/01431160304987
https://doi.org/10.1016/j.apgeog.2013.07.021
https://doi.org/10.1080/2150704X.2015.1130877
https://doi.org/10.1080/13658816.2016.1178389
https://doi.org/10.1007/s10980-013-9950-5
https://doi.org/10.1007/s10980-013-9950-5
https://doi.org/10.1016/j.landurbplan.2011.03.009




Seasonal evaluation of downscaled land surface temperature: A case study
in a humid tropical city

Himanshu Govil a, Subhanil Guha a,*, Anindita Dey b, Neetu Gill c

a Department of Applied Geology, National Institute of Technology Raipur, Raipur, Chhattisgarh, India
b Department of Geography, Nazrul Balika Vidyalaya, Guma, West Bengal, India
c Chhattisgarh Council of Science and Technology, Raipur, India

A R T I C L E I N F O

Keywords:
Atmospheric science
Environmental science
Geography
Land surface temperature (LST)
Downscaling
TsHARP
Land use/land cover (LULC)
Landsat

A B S T R A C T

The present study evaluates the seasonal variation of estimated error in downscaled land surface temperatures
(LST) over a heterogeneous urban land. Thermal sharpening (TsHARP) downscaling algorithm has been used with
a separate combination of four selected remote sensing indices. This study assesses the capability of TsHARP
technique over mixed land use/land covers (LULC) by analyzing the correlation between LST and remote sensing
indices, namely, normalized difference built-up index (NDBI), normalized difference vegetation index (NDVI),
normalized difference water index (NDWI), and normalized multi-band drought index (NMDI) and by deter-
mining the root mean square error (RMSE) and mean error (ME) produced by downscaled LST. Landsat 8 OLI
(Operational Land Imager) and TIRS (Thermal Infrared Sensor) images have been used for pre-monsoon,
monsoon, post-monsoon, and winter seasons in 2014 covering the whole Raipur City, India. The RMSE of the
downscaled LST decreases from 120 to 480 m spatial resolution in all the four seasons. It is concluded that NDBI is
the most effective LULC index having the least error produced in TsHARP downscaling technique, irrespective of
any season. Post-monsoon season reflects the most successful result followed by monsoon season. Even in the
monsoon season of high vegetation coverage, NDBI presents a lower range of downscaled error compared to
NDVI. This indicates better performance of NDBI in detecting the spatial and temporal distribution of mixed urban
land.

1. Introduction

Land surface temperature (LST) is an important biophysical param-
eter in the processes of surface energy and water balance at regional and
global scales (Anderson et al., 2008; Duan et al., 2014; Li et al., 2013;
Wan and Li, 1997, 2008). LST is used in a large scale to determine soil
moisture content (Voogt and Oke, 2003; Jeganathan et al., 2011; Zhan
et al., 2013), to analyze the effect of urban heat island (Zak�sek and O�stir,
2012; Sobrino et al., 2004; Guha et al., 2017, 2018; 2019; Zhou et al.,
2019a,b), to evaluate diurnal temperature variation (Weng et al., 2004;
Dennison et al., 2006; Agam et al., 2007a, 2007b; Stathopoulou and
Cartalis, 2009) to calculate surface longwave radiation (Yang et al., 2011;
Nichol, 2009), to compute different types of evapotranspiration (Sand-
holt et al., 2002; Nishii et al., 1996; Pardo-Iguzquiza et al., 2011; Gual-
tieri and Chettri, 2000), and to estimate surface albedo and thermal
inertia (Mpelasoka et al., 2001).

Current satellite imageries, such as the Landsat, Moderate Resolution

Imaging Spectroradiometer (MODIS) and Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER), can provide LST at
different spatial, spectral, radiometric, and temporal resolutions (Moran,
1990; Kustas et al., 2003; Essa et al., 2012). Due to technical limitations,
these current satellite thermal sensors reflect a balance between spatial
and temporal resolutions; i.e., the high spatial resolution sensors gener-
ally have a low temporal resolution, and vice versa (Weng and Fu, 2014).
In order to obtain LST at high spatial and high temporal resolutions
downscaling technique is considered as an effective method (Duan and
Li, 2016).

Various types of downscaling techniques have been developed to get
high-resolution LST from a coarse resolution thermal infrared band (Wan
and Dozier, 1996; Chen et al., 2010; Pardo-Igúzquiza and Atkinson,
2006; Zhang, 2015; Yang and Yao, 2009). Extended reviews on LST
downscaling methods have been assessed so far (Zhan et al., 2013; Chen
et al., 2014). The most frequently used algorithm is the DisTrad algo-
rithm (Kustas, 2003) which was modified as the TsHARP algorithm
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(Agam et al., 2007b) and the scale invariant relationship between the
normalized difference vegetation index (NDVI) and LST is the foundation
of these algorithms. The performance of these different algorithms was
assessed over different land use/land cover (LULC) categories, including
cultivated land (Jeganathan et al., 2011) or mixed urban land (Essa et al.,
2012). The main restriction of the TsHARP algorithm is that this rela-
tionship is not unique, and thus, provides an extensive range of LST for a
single NDVI value. Merlin et al. (2010) further enhanced the TsHARP
algorithm by considering the effect of photosynthetically and
non-photosynthetically active cells of the green plants within the spatial
variability of LST. Furthermore, Bindhu et al. (2013) developed a
nonlinear DisTrad (NL-DisTrad) model where NDVI-LST polynomial
relationship generates from the hot-edge pixels at a coarse resolution
which is also valid at high-resolution pixels.

The NDVI is not so appropriate for LST downscaling procedure per-
formed in a heterogeneous urban land (Stathopoulou and Cartalis, 2009;
Nichol, 2009; Dominguez et al., 2011; Zak�sek and O�stir, 2012; Essa et al.,
2012). Some recent research works reflected modern image classification
techniques for detail LULC classification (Cheng et al. 2018a, 2018b;
Zhou et al., 2019a,b). Different LULC types, found in a complex urban
land, produce a unique emission rate. Emissivity (Stathopoulou and
Cartalis, 2009; Nichol, 2009) has been used as one of the most significant
environmental factors for highly heterogeneous urban landscapes. Small
(2006) observed a close relationship between LST and surface albedo in
urban areas. Dominguez et al. (2011) developed high-resolution urban
thermal sharpener algorithm for downscaling LST in an urban area by
integrating NDVI and surface albedo. Impervious surface percentage
(Essa et al., 2012, 2013) and pure pixel index (Yang et al., 2010) have
also been applied as basic parameters in urban areas. Impervious surface
provides a better result than NDVI in LST downscaling in themixed urban
land by comparing 15 different parameters (Essa et al., 2012). Essa et al.
(2012) and Yuan and Bauer (2007) also established a strong linear
relationship between LST and impervious surface irrespective of the
seasonal influence. Contrary to that, the LST-NDVI relationship changes
with the seasonal variability (Kustas et al., 2003). For a complex urban
area with mixed LULC types, multiple environmental parameters must be
integrated to achieve a high downscaling precision. Although various
types of LST downscaling methods have been suggested, they have also
some limitations in the available remotely sensed data and LULC cate-
gories. Besides, selection of appropriate environmental predictors for LST
downscaling in complex LULC surface is still considered as an important
task.

Basically, the statistical downscaling of LST is based on the correla-
tion between LST and other environmental factors or remote sensing
based various LULC indices. Generally, most of the popular LST down-
scaling methods apply NDVI observed at a fine resolution (Kustas et al.,
2003), but the NDVI alone cannot be able to explain all the variations in
LST for a complex urban surface. Mukherjee et al. (2015) evaluated
seasonal variation in downscaled LST in DisTrad, TsHARP, and local
model using Landsat TM 5 data over a heterogeneous agricultural land in
India. Bonafoni et al. (2016) attempted to retrieve LST using Landsat TM
data for Florence city in Italy and proposed a traditional downscaling
framework analyzing its performances using high-resolution LST
airborne image. A combination of built-up and vegetation spectral
indices was adopted for the LST downscaling methods using MODIS and
Landsat TM data performed in Milan city, Italy (Bonafoni, 2016). A
multiple regression-based LST downscaling technique using spectral
mixture analysis over the heterogeneous urban area of Aprilia, Italy was
also evaluated to examine the effectiveness of multiple environmental
parameters (Bonafoni and Tosi, 2017). Another analytical research was
performed in the Zhangye oasis and Beijing city to assess the scale effect
in LST downscaling from medium to high-resolution satellite data (Zhou
et al., 2016).

In the present study, linear regression based TsHARP downscaling
technique has been examined with some LULC indices along with NDVI.
Basically, the TsHARP technique used fractional vegetation cover and it

was analyzed in agricultural field (Agam et al., 2007a,b). Here, the
technique has been evaluated on Landsat 8 OLI and TIRS data for four
different seasons (pre-monsoon, monsoon, post-monsoon, and winter) in
the year of 2014. The main objectives of the research were (1) to esti-
mate the accuracy of the downscaled LST in a heterogeneous urban
landscape (Raipur City of India) of humid tropical region using TsHARP
technique for separate LULC indices (normalized difference vegetation
index (NDVI), normalized difference water index (NDWI), normalized
difference built-up index (NDBI), and normalized multi-band drought
index (NMDI)) and (2) to assess the seasonal variation of the result in
2014.

2. Materials & methods

The present study has been conducted in Raipur, a tropical city of
India. Raipur is considered as a heterogeneous urban area characterized
by dry tropical monsoon climate. Raipur has an average elevation of 298
m, is located between 21�1102200N to 21�2000200N and 81�320 2000E to
81�4105000E (Fig. 1). Average annual temperature varies between 34 �C
(in summer), and 20 �C (in winter). The area receives 90% of annual
rainfall of 130 cm during June to September. This urban area is char-
acterized by four main LULC types, namely, vegetation, water bodies,
bare land, and built-up area. A high rate of land conversion (other lands
to the built-up area) has been taken place in the recent time periods.

Four separate cloud-free Landsat 8 OLI and TIRS images of 5 June
2014, 25 September 2014, 12 November 2014, and 30 December 2014
were used for the evaluation of the TsHARP downscaling technique.
Green, red, near infrared, shortwave infrared 1, and shortwave infrared 2
bands of 30 m spatial resolution in OLI sensor were used in determining
the LULC indices and thermal infrared band of 100m spatial resolution in
TIRS sensor was used for estimating the LST.

For the convenience of LST downscaling calculation, Landsat 8 TIRS
data (100-m resolution) were resampled into 30 m by the nearest
neighbor method by simple raster data aggregation to coincide with
Landsat 8 OLI data (30-m resolution). These aggregated OLI and TIRS
data were further resampled by aggregation into 960 m. The 960-m
aggregated coarse-resolution data were used to build the relationship
model, whereas the 30-m reflective data were used to downscale the LST
at 30 m. The 30 m retrieved LST was used to validate the 30-m down-
scaled LST. Subsequently, the four indices (NDVI, NDWI, NDBI, and
NMDI) with 30-m resolution were then estimated from the 30-m OLI
images. The final available output is the downscaled LST of 30-m reso-
lution. The overall accuracy of the entire downscaled LST in various
LULC was compared and evaluated.

2.1. Retrieval of LST using Landsat 8 OLI and TIRS data

Retrieving LST from Landsat 8 OLI and TIRS data includes the
brightness temperature calculation and the emissivity correction. The at-
sensor brightness temperature assumes that the Earth's surface is a black
body and includes atmospheric effects (along path absorption and
emissions) (Chander et al., 2009). The conversion formula from the
at-sensor spectral radiance L to the at-sensor brightness temperature TB is
shown in Eq. (1). LST is retrieved by Eq. (2):

TB ¼ K2

lnððK1=LλÞ þ 1Þ (1)

LST ¼ K2

1þ ðλσTB=ðhcÞÞlnε (2)

Where, TBis the brightness temperature in Kelvin (K), Lλ is the spectral
radiance in Wm�2sr�1mm�1; K2 and K1 are calibration constants. For
Landsat 8 TIRS data, K1 is 774.89, K2 is 1321.08. λ is the effective
wavelength (11.335 μm for band 10 in Landsat 8 OLI data), σ is Boltz-
mann constant (1.38 � 10�23 J/K), h is Plank's constant (6.626 � 10�34
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J), c is the velocity of light at a vacuum (2.998 � 10�8 m/s), ε is emis-
sivity. Based on earlier studies, ε is determined as follows: if NDVI is
�0.157 and �0.727, ε for that pixel is calculated by Eq. (3) (Van et al.,
1993):

ε¼ 1:0094þ 0:0047 lnðNDVIÞ (3)

The land cover type should be vegetation if NDVI values �0.727, and
then a constant value of 0.99 is assumed (Sobrino et al., 2004) and ε is set
to 0.995 for water bodies and 0.92 for the other land use and land cover
types.

2.2. Determination of NDVI, NDWI, NDBI, and NMDI as LULC indices

NDVI (Purevdorj et al., 1998) is considered as one of the most
frequently used vegetation indices in remote sensing study. It is also
applied in deriving LST and normally shows a negative regression with
LST. NDWI (Gao, 1996) is generally used for water body extraction. NDBI
(Zha et al., 2003) is another spectral index which was applied in this
study for built-up area extraction. NMDI (Yuan and Bauer, 2007) was also
used to extract the dry soil or bare land. The formulation of these four
indices was presented by Table 1.

2.3. TsHARP downscaling technique based on the regression of LST and
LULC indices

LST can be derived using thermal infrared images with coarse spatial
resolutions. Regression models between ancillary environmental pre-
dictors and LST have been widely established to enhance LST resolution.
If the relationships between LST and the predictors do not change with
the variation in the spatial resolution, a detailed LST with a high

Fig. 1. Location of the study area with false colour composite image.

Table 1
LULC indices used for LST downscaling.

Acronym Description Formulation Reference

NDVI Normalized difference
vegetation index

NIR� Red
NIRþ Red

Purevdorj
et al.,(1998)

NDWI Normalized difference
water index

Green� NIR
Greenþ NIR

Gao (1996)

NDBI Normalized difference
built-up index

SWIR1� NIR
SWIR2þ NIR

Zha et al.,
(2003)

NMDI Normalized multi-
band difference index

½NIR� ðSWIR1þ SWIR2Þ�
½NIR� ðSWIR1þ SWIR2Þ�

Yuan and
Bauer (2007)
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resolution can be calculated by the predictors using such relationships.
Table 1 shows the used LULC indices in the present study for estimating
downscaled LST using TsHARP technique.

The original TsHARP algorithm is primarily based on the regression
model of LST and fractional vegetation cover. This technique was pro-
posed by Agam et al. (2007a,b). Basically, it was a modification of the
DisTrad algorithm (Kustas et al., 2003) and was evaluated on agricultural
land of Central Iowa, USA. Jeganathan et al. (2011) showed that NDVI
should be used as a covariate in TsHARP technique. The present study
uses NDVI, NDWI, NDBI, and NMDI as the covariates with the LST. The
TsHARP algorithm was outlined in Eq. (4a–4d) where a0 is the intercept
and a1 is the slope of the regression equations. The Eq. 4a was followed
by Eq. (4b–4d) by replacing the NDVI with NDWI, NDBI, and NMDI,
respectively. The fine-resolution (30 m) LST, (LSTfine) could be deter-
mined by the Eq. (4a–4d):

LSTfine ¼ a0 þ a1:NDVIfine (4a)

LSTfine ¼ a0 þ a1:NDWIfine (4b)

LSTfine ¼ a0 þ a1:NDBIfine (4c)

LSTfine ¼ a0 þ a1:NMDIfine (4d)

Therefore, the coarse-resolution LST (LSTcoarse) can be determined by
the Eq. (5a–5d):

LSTcoarse ¼ a0 þ a1:NDVIcoarse þ ΔTcoarse (5a)

LSTcoarse ¼ a0 þ a1:NDWIcoarse þ ΔTcoarse (5b)

LSTcoarse ¼ a0 þ a1:NDBIcoarse þ ΔTcoarse (5c)

LSTcoarse ¼ a0 þ a1:NMDIcoarse þ ΔTcoarse (5d)

Then, a residual of LST (ΔTcoarse) was computed as the difference
between the retrieved LST (LSTcoarse) and the corresponding observed LST
(LSTref ) by Eq. (6) (Kustas et al., 2003):

ΔTcoarse ¼LSTref � LSTcoarse (6)

The residual ΔTcoarse was introduced in the algorithm to take into
account part of LST spatial variability that depends on the environmental
factors other than the applied predictors, such as soil moisture, emissivity
or other LULC indices. The a0, a1 and residual are different when
different indices are used. Finally, downscaled fine-resolution (30 m) LST
(LSTdown) was estimated by the Eq. (7a–7d):

LSTdown ¼ a0 þ a1:NDVIfine þ ΔTcoarse (7a)

LSTdown ¼ a0 þ a1:NDWIfine þ ΔTcoarse (7b)

LSTdown ¼ a0 þ a1:NDBIfine þ ΔTcoarse (7c)

LSTdown ¼ a0 þ a1:NMDIfine þ ΔTcoarse (7d)

Where, the coarse-resolution regression coefficients were applied to fine-
spatial resolution spectral indices, adding the residual error of the cor-
responding coarse-resolution image to increase the accuracy.

The NDVI-LST relationship always tends to be varied over the mixed
urban landscape. In order to overcome the problem, some remote sensing
indices may be tested along with NDVI to obtain higher accuracy in the
downscaled LST. The multiple least-squares linear regression down-
scaling method with a number of predictors was applied in some recent
studies (Bonafoni, 2016; Bonafoni et al., 2016). A number of remote
sensing indices have also been tested individually to obtain a better
downscaled LST (Essa et al., 2012). In the present study, NDVI, NDWI,

NDBI, and NMDI have been examined separately in four different dates
for the downscaling method. Finally, the overall procedure of down-
scaling has been applied at 30 m, 120 m, 240 m, and 480 m spatial
resolutions.

2.4. Accuracy assessment and validation

The LST of 100-m resolution is aggregated to 960, 480, 240, and 120-
m resolution and these new aggregated data are known as reference data
(LSTref ). The aggregated 960-m resolution LST was downscaled (LSTdown)
to 480, 240, 120, and 30-m resolution. Root mean square error (RMSE)
and mean error (ME) statistics were applied to estimate the error in
downscaled LST with respect to the reference LST. RMSE and ME have
been calculated by the following Eq. (8) and Eq. (9), respectively.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffij
n�1

Xn

i¼1

�
LSTdown � LSTref

�2ks
(8)

ME ¼
Xn

i¼1

�
LSTdown � LSTref

�
(9)

A complete flowchart of the entire study has been shown in Fig. 2. The
computation cost of the proposed method was small as it required less
time and storage space for the entire computation process.

3. Results & discussion

Fig. 3 represented the spatial distribution of reference LST at 30 m
resolution and Table 2 showed the statistical information of LST at 30-m
resolution in four multi-date images. Seasonal variation in the LST dis-
tribution shows a specific thermal pattern. The mean LST values in pre-
monsoon, monsoon, post-monsoon, and winter season are 33.59 �C,
29.56 �C, 23.40 �C, and 22.26 �C respectively. The range of temperature
is found as 13.50 �C in pre-monsoon, 12.28 �C in monsoon, 8.83 �C in
post-monsoon, and 10.12 �C in the winter season, respectively. Basically,
this type of heterogeneity in LST was observed due to the changes in
vegetation abundance and soil moisture content. Monsoon and post-
monsoon seasons are characterized by healthy vegetation and wet soil.
Winter remains comparatively dry and having least standard deviation
value in LST (Table 2).

Figs. 4, 5, 6, and 7 and Table 3 presents the downscaled LST using
various LULC indices based TsHARP algorithm along with the retrieved
reference LST in four different seasons (pre-monsoon, monsoon, post-
monsoon, and winter). It is observed that the first panel (LST refer-
ence) has a smoothed pattern since the 30-m LST resolution is not an
actual measurement but a resampling, and that the downscaling improve
the detail at this spatial scale. It is clearly revealed that NDBI and NMDI
based TsHARP algorithm generates almost similar nature in the down-
scaled LST while NDVI and NDWI based TsHARP algorithm has almost
identical spatial distribution of downscaled LST. This particular type of
spatial pattern is reflected in each and every season. The spatial pattern of
downscaled LST generates from NDBI and NMDI based TsHARP tech-
nique has a similarity with retrieved reference LST where the study area
achieves a higher temperature. Monsoon season indicates most identical
scenario when reference LST compares with the downscaled LST, irre-
spective of any LULC indices based TsHARP technique.

Table 4 presents the seasonal variation of the estimated errors (RMSE
and ME) produced in downscaled LST by various types of LULC indices
based TsHARP algorithm. Downscaled LST at lower spatial resolution
generates a greater error than downscaled LST at higher spatial resolu-
tion. It is a common phenomenon observed in each and every season and
it remains constant for any LULC indices based TsHARP downscaling
technique. NDBI-based TsHARP algorithm showed the best result among
all the LULC indices-based TsHARP algorithm for all the season and at
every resolution level as the values of RMSE of downscaled LST lie
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significantly below the standard deviation for the corresponding actual
native LST reference images at 100 m spatial resolution in each and every
occasion. NDBI proves as the most successful parameter for LST down-
scaling in almost every season. Since it is an urban area having so many
mixed landscapes built-up area has the most dominant land use in con-
trolling LST. Previously, NDVI-LST relationship based TsHARP algorithm
proved as one of the most effective downscaling methods for single LULC
dominated region (Agam et al., 2007a,b; Jeganathan et al., 2011). In the
present study, NDVI also proves as an important indicator in determining
the downscaled LST values in a heterogeneous urban landscape. Along
with NDBI and NDVI, two more remote sensing indices (NDWI and
NMDI) were also examined to compare the accuracy level in downscaled
LST. Post-monsoon and winter season shows a better accuracy in terms
RMSE and ME for any of the indices based downscaled LST. NDBI and
NDMI reflect a smaller ME for pre-monsoon and winter seasons while
NDVI and NDWI indicates a smaller ME in monsoon and post-monsoon
seasons as an indicator used to develop TsHARP downscaling tech-
nique. Figs. 8, 9, 10, and 11 and Figs. 12, 13, 14, and 15 show the spatial
distribution of RMSE and ME, respectively.

The high values of RMSE (positive) and ME (positive or negative)
have mostly been found in the areas where LST is very high or

abnormally low. Due to the presence of mineral-based industrial
agglomeration or thermal power plants in the northwest portions of the
study area, LST generally remains high. This portion has come under one
of the most erroneous zones regarding the downscaled LST. It happens
mainly due to the anthropogenic activities and no such hypothetical
relationship is built to support the particular behaviour.

Table 5 presents the percentage of RMSE in downscaled LST at 30 m
spatial resolution for different seasons. In pre-monsoon season, NMDI
and NDBI based TsHARP downscaling technique provide almost 73% of
the total pixels in the study area having less than 1.5 �C RMSE in
downscaled LST. NDBI again proves as the best parameter for TsHARP
downscaling algorithm in monsoon season as 72.7% pixels having less
than 1.5 �C RMSE. Post-monsoon season reflects the best result regarding
RMSE in downscaled LST. In post-monsoon season, NDVI and NDWI
based TsHARP algorithm have proved as the best output at 30 m reso-
lution irrespective of any season as they generates downscaled LST with
more than 90% pixels having less than 1.5 �C RMSE. In winter season,
NDVI and NMDI based TsHARP techniques give the best result (>86%
pixels have less than 1.5 �C RMSE).

Seasonal variation in the percentage of mean error (ME) in down-
scaled LST at 30 m resolution has been shown in Table 6. It is very clear

Fig. 2. Flowchart of methodology.
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from Table 6 that all the LULC indices are almost equally suitable for
TsHARP downscaling technique. Post-monsoon season simply generates
the best result for downscaled LST due to low pollution level, high
vegetation coverage and high moisture content. NDWI and NDVI based
TsHARP downscaling algorithm generates lowest level of mean error
[>75% pixels have a ME from 0 �C to 1 �C (positive/negative)].

The study was evaluated the downscaling LST in a humid tropical city
of India and reflected a good result. The similar types of studies were also
performed successfully in the cities of other climatic zones, e.g., humid
subtropical zone (Pan et al., 2018), temperate zone (Bechtel et al., 2012;
Bonafoni et al., 2016).

The proposed work also have some limitations. The 30 m LST reso-
lution is not an actual measurement but a resampling, and the down-
scaling improve the detail at this spatial scale. Only one date of a
particular season may not be appropriate for seasonal assessment of
downscaling technique. The other relevant LULC indices may also be
incorporated to improve the downscaling results.

4. Conclusion

The aim of this research is to estimate remote sensing indices (NDBI,
NDVI, NDWI, and NMDI) based downscaled LST at 30, 120, 240, and 480

m resolution and compare the results in different seasons (pre-monsoon,
monsoon, post-monsoon, and winter) over a heterogeneous urban area
like Raipur city. The NDVI-LST linear relationship is the primary basis of
TsHARP downscaling technique. NDBI, NDWI, and NMDI are tested
separately in place of NDVI to form new linear relationships, i.e., NDBI-
LST, NDWI-LST, and NMDI-LST. The downscaled LST based on NDBI-
LST, NDVI-LST, NDWI-LST, and NMDI-LST was finally evaluated
through error estimation. The seasonal variation of the results was also
determined. The results were examined at various spatial resolutions. It is
clear from the various results that NDBI based TsHARP technique pro-
vides the lowest RMSE in downscaled LST at 30 m spatial resolution,
irrespective of all seasons. In pre-monsoon, monsoon, andwinter seasons,
NDBI and NMDI based TsHARP technique have a smaller range of ME,
but, in post-monsoon season, NDVI and NDWI indicate small ME due to
the presence of a higher percentage of chlorophyll and moisture content.
The RMSE and ME became gradually smaller with the increase of spatial
resolution in downscaled LST. The LULC based TsHARP models may also
be examined in determining the downscaled LST for daytime and
nighttime thermal data. Different satellite sensors may also be used to
assess the capability of this technique in a separate study area. Any
further modification in the present TsHARP algorithm will be expected
by the future researchers.

Fig. 3. Spatial distribution of reference LST at 30-m spatial resolution: (a) pre-monsoon; (b) monsoon; (c) post-monsoon; (d) winter.

Table 2
Spatial distribution of LST (�C) for four multi-date reference images at 30 m resolution.

Date of Acquisition Time Path/Row LST (Minimum) LST (Maximum) LST (Mean) LST (Standard deviation)

05-JUN-2014 04:55:45 142/044 25.77 39.27 33.59 1.61
25-SEP-2014 04:56:11 142/044 24.51 36.79 29.56 1.73
12-NOV-2014 04:56:21 142/044 19.39 28.23 23.40 1.12
30-DEC-2014 04:56:09 142/044 17.64 27.76 22.26 1.11
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Fig. 4. Spatial distribution of retrieved LST and downscaled LST at 30-m resolution for 5-JUN-14: (a) LSTref; (b) NDBI-based LSTdown; (c) NDVI-based LSTdown; (d)
NDWI-based LSTdown; (e) NMDI-based LSTdown.

Fig. 5. Spatial distribution of retrieved LST and downscaled LST at 30-m resolution for 25-SEP-14: (a) LSTref; (b) NDBI-based LSTdown; (c) NDVI-based LSTdown; (d)
NDWI-based LSTdown; (e) NMDI-based LSTdown.
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Fig. 6. Spatial distribution of retrieved LST and downscaled LST at 30-m resolution for 12-NOV-14: (a) LSTref; (b) NDBI-based LSTdown; (c) NDVI-based LSTdown; (d)
NDWI-based LSTdown; (e) NMDI-based LSTdown.

Fig. 7. Spatial distribution of retrieved LST and downscaled LST at 30-m resolution for 30-DEC-14: (a) LSTref; (b) NDBI-based LSTdown; (c) NDVI-based LSTdown; (d)
NDWI-based LSTdown; (e) NMDI-based LSTdown.
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Table 3
Seasonal variation in different LULC indices based downscaled LST (�C) at various resolutions.

LULC Indices- based
downscaled LST (�C)

at 30 m at 120 m at 240 m at 480 m

June-05-2014

Min Max μ σ Min Max μ σ Min Max μ σ Min Max μ σ

NDBI-based 25.77 39.27 33.59 1.61 26.33 38.14 33.62 1.58 27.01 38.06 33.64 1.52 27.98 37.09 33.69 1.42
NDVI-based 25.12 45.79 33.64 1.34 25.69 38.41 33.66 1.12 28.87 36.52 33.67 0.98 30.26 36.29 33.70 0.88
NDWI-based 28.61 37.14 33.74 0.91 29.00 36.61 33.74 0.77 30.55 35.87 33.74 0.69 31.41 35.57 33.74 0.62
NMDI-based 29.54 37.65 33.74 0.83 29.82 37.29 33.74 0.72 31.31 36.51 33.74 0.64 31.90 36.08 33.74 0.58
NDBI-based 26.28 38.77 33.64 0.93 26.28 38.78 33.64 0.93 30.96 35.98 33.67 0.72 31.39 35.64 33.69 0.66

September-25-2014

Min Max μ σ Min Max μ σ Min Max μ σ Min Max μ σ

NDBI-based 24.51 36.79 29.56 1.73 24.59 35.89 29.54 1.71 24.67 34.76 29.52 1.65 25.26 34.49 29.46 1.57
NDVI-based 21.20 38.28 29.50 2.02 23.38 34.77 29.49 1.73 23.68 33.06 29.47 1.51 24.96 32.29 29.44 1.40
NDWI-based 23.33 37.22 29.49 2.00 24.06 35.38 29.47 1.70 24.38 34.87 29.46 1.51 25.49 33.19 29.43 1.34
NMDI-based 23.40 31.02 29.47 1.90 24.37 36.57 29.46 1.61 24.72 36.51 29.45 1.42 25.59 34.07 29.42 1.25
NDBI-based 18.89 39.46 29.47 1.87 22.38 35.56 29.45 1.58 22.75 33.44 29.44 1.41 24.54 33.22 29.42 1.26

November-12-2014

Min Max μ σ Min Max μ σ Min Max μ σ Min Max μ σ

NDBI-based 19.39 28.23 23.40 1.12 19.53 27.92 23.39 1.11 19.66 27.37 23.38 1.07 20.26 26.96 23.36 1.02
NDVI-based 15.27 30.15 23.34 1.28 15.59 27.58 23.33 1.03 19.81 26.16 23.33 0.88 19.81 25.26 23.32 0.74
NDWI-based 18.37 27.47 23.38 1.05 19.38 26.41 23.37 0.93 20.52 26.08 23.36 0.86 21.48 25.59 23.34 0.79
NMDI-based 18.15 27.58 23.38 1.02 19.64 26.84 23.37 0.91 20.77 26.80 23.36 0.84 21.59 25.95 23.34 0.78
NDBI-based 20.00 25.10 23.30 0.28 21.31 24.39 23.31 0.22 22.45 24.07 23.31 0.19 22.48 23.97 23.31 0.15

December-30-2014

Min Max μ σ Min Max μ σ Min Max μ σ Min Max μ σ

NDBI-based 17.63 27.76 22.26 1.11 17.68 26.86 22.27 1.08 17.78 25.79 22.28 1.03 19.08 25.41 22.29 0.94
NDVI-based 13.48 28.56 22.29 1.06 15.07 26.26 22.29 0.84 18.71 25.29 22.30 0.70 19.71 25.29 22.30 0.60
NDWI-based 20.78 23.29 22.31 0.25 21.03 23.14 22.31 0.22 21.56 23.07 22.31 0.20 21.83 22.80 22.31 0.19
NMDI-based 21.47 22.93 22.31 0.14 21.68 22.90 22.31 0.13 21.95 22.86 22.31 0.12 22.02 22.64 22.30 0.11
NDBI-based 20.38 23.33 22.29 0.17 21.30 22.93 22.29 0.14 21.79 22.79 22.29 0.13 21.89 22.75 22.30 0.11

μ ¼ mean, and σ ¼ standard deviation.

Table 4
Seasonal variation in mean RMSE and mean ME for downscaled LST (oC) at various resolution.

LULC indices based LSTdown at 30 m at 120 m at 240 m at 480 m

June-05-2014 (the standard deviation of the native LST reference image at 30 m spatial resolution is 1.61)

RMSE ME RMSE ME RMSE ME RMSE ME

NDBI-based 1.09 0.05 0.96 0.04 0.91 0.03 0.87 0.01
NDVI-based 1.22 0.14 1.17 0.12 1.13 0.09 1.05 0.05
NDWI-based 1.23 0.15 1.19 0.13 1.15 0.10 1.07 0.05
NMDI-based 1.09 0.05 1.03 0.04 0.99 0.02 0.96 0.01

September-25-2014 (the standard deviation of the native LST reference image at 30 m spatial resolution is 1.73)

RMSE ME RMSE ME RMSE ME RMSE ME

NDBI-based 1.11 -0.05 0.81 -0.05 0.69 -0.05 0.61 -0.03
NDVI-based 1.21 -0.07 0.97 -0.06 0.86 -0.06 0.75 -0.04
NDWI-based 1.25 -0.08 1.08 -0.08 0.98 -0.07 0.86 -0.04
NMDI-based 1.18 -0.09 0.92 -0.08 0.82 -0.07 0.75 -0.05

November-12-2014 (the standard deviation of the native LST reference image at 30 m spatial resolution is 1.12)

RMSE ME RMSE ME RMSE ME RMSE ME

NDBI-based 0.91 -0.06 0.72 -0.05 0.65 -0.05 0.60 -0.05
NDVI-based 0.75 -0.01 0.66 -0.02 0.60 -0.02 0.55 -0.03
NDWI-based 0.74 -0.01 0.66 -0.02 0.60 -0.02 0.55 -0.02
NMDI-based 0.81 -0.09 0.79 -0.08 0.78 -0.07 0.76 -0.06

December-30-2014 (the standard deviation of the native LST reference image at 30 m spatial resolution is 1.11)

RMSE ME RMSE ME RMSE ME RMSE ME

NDBI-based 0.85 0.03 0.71 0.03 0.65 0.02 0.59 0.01
NDVI-based 0.86 0.05 0.84 0.05 0.79 0.04 0.73 0.01
NDWI-based 0.86 0.05 0.84 0.04 0.80 0.03 0.72 0.01
NMDI-based 0.81 0.03 0.79 0.03 0.76 0.02 0.69 0.01
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Fig. 8. Spatial distribution of ME at 30-m resolution for 5-JUN-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.

Fig. 9. Spatial distribution of ME at 30-m resolution for 25-SEP-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.
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Fig. 10. Spatial distribution of ME at 30-m resolution for 12-NOV-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.

Fig. 11. Spatial distribution of ME at 30-m resolution for 30-DEC-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.
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Fig. 12. Spatial distribution of RMSE at 30-m resolution for 5-JUN-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.

Fig. 13. Spatial distribution of RMSE at 30-m resolution for 25-SEP-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.
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Fig. 14. Spatial distribution of RMSE at 30-m resolution for 12-NOV-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.

Fig. 15. Spatial distribution of RMSE at 30-m resolution for 30-DEC-14: (a) NDBI-based LSTdown; (b) NDVI-based LSTdown; (c) NDWI-based LSTdown; (d) NMDI-
based LSTdown.
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Abstract
The present study aims to assess the trend of spatiotemporal relationship between land 
surface temperature (LST) and normalized difference vegetation index (NDVI) under dif-
ferent ranges of LST and NDVI values for Raipur City of India using fifteen cloud-free 
Landsat data sets of the pre-monsoon season from 2002 to 2018. LST maintains a strong 
negative relationship with NDVI for the whole of the study area. The relationship is quite 
insignificant for both the high LST zones and low LST zones. The results also indicate 
that under the positive NDVI values, the LST–NDVI relationships are strong to moderately 
negative, whereas it is positive and non-consistent under the negative values of NDVI. The 
results also show that the relationship is stronger in the earlier times, whereas it is weaker 
in recent times. An increase in heterogeneous landscape inside the city boundary strongly 
supports the changing pattern of LST–NDVI relationship.

Keywords Land surface temperature (LST) · Normalized difference vegetation index 
(NDVI) · Landsat · Raipur City

1 Introduction

Land surface temperature (LST) is considered as an important parameter in analysing the 
exchange of composed material, energy balance and biophysical and chemical processes 
of the land surface (Tomlinson et al. 2011; Hao et al. 2016). LST of the different surface 
area is different due to surface reflectance and roughness of different land use/land cover 
(LULC) types (Hou et al. 2010). Recently, due to rapid urbanization, the characteristics of 
land surface types are being changed (Li et al. 2017). The presence of natural vegetation 
influenced a lot in the distribution of LST (Yuan 2017). Normalized difference vegetation 
index (NDVI) is a vegetation index which is generally used in LST-related study (Smith 
and Choudhury 1990; Hope and McDowell 1992; Julien et al. 2006). The LST–NDVI rela-
tionship is controlled by a number of factors like dense vegetation, sand dunes, water bod-
ies, dry soil, exposed rock surface, wetland, building materials, etc., and hence, it is too 
complex in nature (Zhou et al. 2011; Ghobadi et al. 2014; Qu et al. 2014).
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Currently, most of the research scholars applied thermal infrared remote sensing to 
build the relationship between LST and NDVI (Ghobadi et  al. 2014; Stroppiana et  al. 
2014; Li et  al. 2016; Wen et  al. 2017). Most of the earlier LST–NDVI relationship-
related studies were conducted on big cities, e.g., Tokyo (Shigeto 1994), Shanghai 
(Yue et al. 2006), Melbourne (Jamei et al. 2015), Bangkok (Estoque et al. 2017), Shiraz 
(Fatemi and Narangifard 2019), Rome (Bonafoni 2015), Chongqing (Luo and Li 2014), 
Shijiazhuang (Liu et  al. 2014), Beijing, and Islamabad (Naeem et  al. 2018). A spatial 
and temporal analysis of LST–NDVI relationship for in Monte Hermoso, Argentina was 
performed for urban planning (Ferrelli et al. 2018). Only a few studies have been con-
ducted about the seasonal relationship between LST and NDVI in a tropical Indian city.

Generally, the spatial and temporal resolution of satellite sensor should follow the 
nature of surface configurations (Zhang et al. 2015). In any urban area, the high value 
of land surface temperature (LST) is generated mostly in the area with lower vegetation 
intensity (Voogt and Oke 2003). Therefore, most of the thermal remote sensing methods 
used the normalized difference vegetation index (NDVI) as the significant indicator of 
LST (Goward et al. 2002), and a number of studies based on the relationships of LST 
with NDVI were used to explore the pattern of LST (Gutman and Ignatov 1998; Weng 
et al. 2004; Guha et al. 2017, 2018, 2019; Govil et al. 2019). Fractal technique (De Cola 
1989; Emerson et  al. 1999; Lam 1990; Lam and Quattrochi 1992; Lam and De Cola 
1993; Lam et al. 2002; Qiu et al. 1999; Weng 2003) has also been applied in determin-
ing the LST–NDVI relationship (Weng et al. 2004).

Some recent research works based on spatial–temporal relationship of LST–NDVI in 
tropical Indian cities have also been performed successfully, e.g., Ahmedabad (Mathew 
et al. 2018), Jaipur (Mathew et al. 2017), Kalaburagi (Kumar and Shekhar 2015), Noida 
(Kikon et al. 2016), and Lucknow (Singh et al. 2017). A number of new research works 
were performed on the LST–NDVI relationships in multidimensional approach (Hassan 
et  al. 2007; Li and Yu 2008; Zhang and Wang 2008; Rozenstein et  al. 2014; Slawsky 
et al. 2015; Hao et al. 2019; Liu and Weng 2018; Mohammad et al. 2019; Nowicki et al. 
2019; Qi et al. 2019; Shi et al. 2019; Sun et al. 2019). It is a necessary task to assess 
the time series of LST–NDVI relationship in different LST and NDVI zones for a tropi-
cal city which has not been well addressed in the earlier studies. Generally, low NDVI 
region indicates high LST values and vice versa. It is also very important to know the 
change of LST with the change of NDVI. Generally, negative NDVI shows water bod-
ies; positive NDVI up to 0.2 shows bare land and built-up areas; NDVI with more than 
0.2 shows vegetation; and higher NDVI stands for the healthier vegetation with high 
chlorophyll content (Chen et al. 2006; Guha et al. 2017). To reveal the characteristics 
of spatiotemporal variation of LST–NDVI relationship in a tropical city, we selected 
Raipur City of India as the city is an excellent example of mixed landscape. We deter-
mined the LST–NDVI relationship under different ranges of LST and NDVI from var-
ious types of Landsat sensor products of pre-monsoon season for 2002, 2006, 2010, 
2014, and 2018 as the landscape has been changed a lot during this time frame. These 
results can be useful for future environmental planning and sustainable development as 
Raipur is considered as a smart city and also one of the fastest growing cities in country. 
Importance of green areas, water bodies, and wetland has been increased for the city 
planners in a very short time span. The main aims of the study are (1) to determine the 
spatiotemporal variation of LST–NDVI relationship for the whole of the city, the area 
above mean LST, the area below mean LST; and (2) to explore the spatiotemporal varia-
tion of LST–NDVI relationship under different ranges of NDVI values.
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2  Study area and data

Raipur City of Chhattisgarh State of India was selected as the study area for the entire 
research work. The total study area extends between 21° 11′ 22″ N to 21° 20′ 02″ N and 81° 
32′ 20″ E to 81° 41′ 50″ E with a moderate range of elevation of 219 m to 322 m (Fig. 1). 
The study area is considered as tropical wet (Savannah) type of climate. The mean annual 
temperature of Raipur City is approximately 27 °C. According to the India Meteorological 
Department, there are four seasons are observed in Raipur, i.e. pre-monsoon (March–June), 
monsoon (July–September), post-monsoon (October–November), and winter (Decem-
ber–February). The pre-monsoon or summer months are usually hot and remain almost 
dry. The temperature often rises above 45 °C in April and May. The pre-monsoon season 

Fig. 1  Location of the study area
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was selected for the present study for examining the nature of LST due to its severe inten-
sity. July, August, and September months are considered under monsoon or rainy season. 
October and November months are often considered as the post-monsoon season, charac-
terized by a pleasant climatic condition with comparatively low temperature and high to 
the moderate moisture content in the air. The presence of high density of green vegetation 
really adds an extra flavour in Raipur during the monsoon and the post-monsoon seasons. 
Winter months (December to February) experience a cool and dry climate. The study area 
is also characterized by tropical mixed deciduous vegetation and mixed red soil. According 
to the 2011 census, Raipur City had a total population of 1,010,087, with a sex ratio of 945 
females per 1000 males and with a literacy rate of 86.45%.

In the present study, the main data sets are time series of Landsat images taken by the 
Landsat 5 Thematic Mapper (TM), Landsat 7 Enhanced Thematic Mapper Plus (ETM +), 
and Landsat 8 Operational Land Imager (OLI)/Thermal Infrared Sensor (TIRS) sensors, 
and have been obtained from the United States Geological Survey website (https ://earth 
explo rer.usgs.gov). A total of fifteen Landsat images have been taken in the Landsat series 
as shown in Table  1. The Landsat sensor overpasses the Raipur City between approxi-
mately 04:25 and 04:56 GMT, which is 09:55 to 10:26 AM local time. This is known to be 
an opportunity for collecting images with maximum illumination, especially in LST stud-
ies. Satellite images have been obtained with 4-year intervals, and within the pre-monsoon 
season to avoid phenological variations. The interval period of four years (2002, 2006, 
2010, 2014 and 2018) has been taken in the present research work so that we can compare 
the results to see the temporal changes in LST and NDVI. The software used to conduct 
image processing included ERDAS Imagine 9.1 and ArcGIS 9.3. MS-Excel 2007 has been 
used for conducting the statistical analysis. Pre-processing of Landsat images is necessary 
as it has a great impact on the results of the analysis. Usually, it is not necessary to conduct 
a geometric correction for Landsat level 1 products, as they are registered and ortho-recti-
fied through a systematic process. The main correction needed is therefore a radiometric 
correction. The radiometric correction eliminates errors that affect the brightness values 

Table 1  Specification of multi-date Landsat satellite sensors

Landsat scene ID Satellite sensor Date of acquisition Time Path/Row

LE71420452002115SGS01 Landsat 7 ETM + 25-Apr-2002 04:44:54 142/044
LE71420452002131SGS00 Landsat 7 ETM + 11-May-2002 04:44:54 142/044
LT51420452006118BKT00 Landsat 5 TM 28-Apr-2006 04:48:00 142/044
LT51420452006166BKT00 Landsat 5 TM 15-Jun-2006 04:48:12 142/044
LT51420452010097KHC00 Landsat 5 TM 07-Apr-2010 04:47:02 142/044
LT51420452010113KHC00 Landsat 5 TM 23-Apr-2010 04:46:59 142/044
LT51420452010145BKT01 Landsat 5 TM 25-May-2010 04:46:51 142/044
LC81420452014076LGN01 Landsat 8 OLI_TIRS 17-Mar-2014 04:26:36 142/044
LC81420452014092LGN01 Landsat 8 OLI_TIRS 02-Apr-2014 04:26:19 142/044
LC81420452014140LGN01 Landsat 8 OLI_TIRS 20-May-2014 04:25:38 142/044
LC81420452014156LGN01 Landsat 8 OLI_TIRS 05-Jun-2014 04:25:45 142/044
LC81420452018071LGN00 Landsat 8 OLI_TIRS 12-Mar-2018 04:55:43 142/044
LC81420452018087LGN00 Landsat 8 OLI_TIRS 28-Mar-2018 04:55:36 142/044
LC81420452018135LGN00 Landsat 8 OLI_TIRS 15-May-2018 04:55:08 142/044
LC81420452018167LGN00 Landsat 8 OLI_TIRS 16-Jun-2018 04:55:01 142/044

https://earthexplorer.usgs.gov
https://earthexplorer.usgs.gov
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of the pixels. These errors are mainly due to the detection errors in the sensor system and 
environmental attenuation errors. The original image sizes are larger than the study area, 
and hence, after pre-processing they are edited using a shapefile of Raipur City. LST has 
been retrieved through thermal infrared bands of Landsat data sets (band 6 for Landsat 5 
and Landsat 7 data, whereas band 10 and 11 for Landsat 8 data). Red, near-infrared, and 
thermal infrared bands are used in generating NDVI and LST.

3  Methodology

3.1  Retrieving LST from Landsat data

In this study, the mono-window algorithm has been applied to retrieve LST from multi-
temporal Landsat satellite images (Qin et al. 2001; Guha et al. 2017, 2018, 2019). Ground 
emissivity, atmospheric transmittance, and effective mean atmospheric temperature—these 
three parameters—are needed to derive the LST using mono-window algorithm. After 
determining the mean LST, the study has been performed into the whole of the city, the 
area above mean LST, and the area below mean LST.

At first, the original TIR band of Landsat sensor has been resampled into 30 m for fur-
ther application. The entire procedure included the following equations:

where L
�
 is spectral radiance  (Wm−2  sr−1  mm−1).

where Tb is the at-sensor brightness temperature (Kelvin); K2 and K1 are calibration con-
stants. Here, K1 is 774.89  (Wm−2  sr−1  mm−1); K2 is 1321.08  (Wm−2  sr−1  mm−1) for Land-
sat 8 data. For Landsat 7 data, K1 is 666.09  (Wm-2sr-1mm-1); K2 is 1282.71  (Wm-2sr-1mm-1). 
For Landsat 5 data, K1 is 607.76  (Wm-2sr-1mm-1); K2 is 1260.56  (Wm-2sr-1mm-1).

where NDVImin is the minimum value (0.2) of NDVI for bare soil pixel and NDVImax is 
the maximum value (0.5) of NDVI for healthy vegetation pixel.

d� is the geometric distribution effect for the natural surface and internal reflection. The 
value of d� may be 2% for mixed and elevated land surfaces.

where �s is soil emissivity; Fv is fractional vegetation; F is a shape factor (0.55); �v is veg-
etation emissivity.

where � is land surface emissivity. The value of � is determined by the following equation:

(1)L
�
= RadianceMultiBand × DN + RadianceAddBand

(2)Tb =
K2

ln
(

K1

L
�

+ 1
)

(3)Fv =

(

NDVI − NDVImin

NDVImax − NDVImin

)2

(4)d� = (1 − �s)(1 − Fv)F�v

(5)� = �vFv + �s(1 − Fv) + d�
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Water vapour content is determined by the following equation:

where w is water vapour content (g/cm2); T0 is near-surface air temperature (Kelvin); RH 
is relative humidity (%). These parameters of atmospheric profile were the average values 
of 14 stations around Raipur which were obtained from the Meteorological Centre, Raipur 
and the Regional Meteorological Centre, Nagpur.

where � is the total atmospheric transmittance.
Raipur city is located in the tropical region. Thus, the following equations were 

applied to compute the effective mean atmospheric transmittance of Raipur:

where Ta is mean atmospheric temperature; Ts is land surface temperature; a = −67.355351 , 
b = 0.458606.

3.2  Generation of NDVI

In the earlier studies, various land surface biophysical parameters were applied to spec-
ify different types of land surface features (Bonafoni 2015; Luo and Li 2014; Liu et al. 
2014; Guha et  al. 2017, 2018, 2019). In this study, special emphasis has been given 
on NDVI for determining the relationship with LST. NDVI is generally used as a veg-
etation index which can also be used for extracting other LULC types (Purevdorj et al. 
1998; Ke et al. 2015). In this study, NDVI has been determined using the red and near-
infrared bands of Landsat sensors (Table 2). The NDVI values are further divided into 
some parts of a range of 0.1 NDVI value. Finally, the LST–NDVI relationship is exam-
ined under these ranges of NDVI values.

(6)� = 0.004 × Fv + 0.986

(7)w = 0.0981 ×

[

10 × 0.6108 × exp

(

17.27 × (T0 − 273.15)

237.3 + (T0 − 273.15)

)

× RH

]

+ 0.1697

(8)� = 1.031412 − 0.11536w

(9)Ta = 17.9769 + 0.91715T0

(10)Ts =

[

a(1 − C − D) + (b(1 − C − D) + C + D)Tb − DTa

]

C

(11)C = ��

(12)D = (1 − �)[1 + (1 − �)�]

Table 2  Description of normalized difference vegetation index (NDVI)

Acronym Description Formulation Reference

NDVI Normalized difference vegetation index NIR−Red

NIR+Red

Purevdorj et al. (1998)
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3.3  Preparation of LULC map

The LULC maps for the five selected years—2002, 2006, 2010, 2014, and 2018—have 
been prepared using the threshold limits of NDVI (Chen et  al. 2006). The area with 
NDVI values of more than 0.2 indicated vegetation while less than 0 values of NDVI 
reflected water bodies. The intermediate values were used for the extraction of the built-
up area and bare land. But these threshold values may differ due to atmospheric condi-
tion. An ISODATA classifier with the unsupervised clustering method and the maxi-
mum likelihood classification has also been applied to verify the output. The values of 
kappa coefficient and overall accuracy have been calculated as 0.87 and 91.62, respec-
tively. Some small water bodies have been found in the central and the southern sections 
of the study area during the entire time span. In 2002, most of the areas were covered 
by green vegetation, whereas the built-up areas and bare lands have been found mainly 
in the central and north-western parts of the Raipur City. The portion of the built-up 
areas and bare lands has been expanded along the north-western border from 2002 to 
2010. From 2006 to 2014, the percentage of urban vegetation was declined because of 
the conversion into built-up areas. From 2014 to 2018, green areas have been reduced 
significantly. Only some parts of east and south-west of the city are covered by green 
vegetation. Rest of the areas of the city has been converted into bare land and built-up 
area (Fig. 2). 

Fig. 2  LULC maps of Raipur City: a 2002, b 2006, c 2010, d 2014, and e 2018
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4  Results and discussion

4.1  Spatiotemporal variations of LST distribution

The retrieved LST maps using the pre-monsoon multi-temporal Landsat data sets have 
been shown in Fig. 3. The average aggregated LST values of 2002, 2006, 2010, 2014, 
and 2018 have been generated (Table 3). Figure 4 shows the mean LST values for 2002, 
2006, 2010, 2014, and 2018. The annual average minimum LST ranges from 22.08 °C in 
2002 to 33.98 °C in 2018. The annual average maximum LST ranges between 36.56 °C 
in 2002 and 50.40 °C in 2018. The annual average mean LST value has been increased 
from 31.91 °C (2002) to 43.53 °C (2018). The high LST values are found in the north-
western and south-eastern parts of the city. This portion of the area is characterized by 
open bare land. The central part of the study area presents the low LST zones where a 
high concentration of urban vegetation and water bodies are observed.

Fig. 3  Spatiotemporal distribution of LST (°C): a, b 2002, c, d 2006, e–g 2010, h–k 2014, and l–o 2018
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Table 3  Spatiotemporal variations of LST (°C) distribution (2002–2018)

Date LST (minimum) LST (maximum) LST (mean) LST (stand-
ard deviation)

25-Apr-2002 21.88 35.52 31.08 1.70
11-May-2002 22.28 37.60 32.74 1.93
Mean 22.08 36.56 31.91 1.82
28-Apr-2006 26.25 41.45 35.79 2.01
15-Jun-2006 25.40 42.20 35.44 2.10
Mean 25.83 41.83 35.62 2.06
07-Apr-2010 25.31 43.93 36.94 2.43
23-Apr-2010 24.15 44.60 37.39 2.61
25-May-2010 28.01 41.52 37.92 1.62
Mean 25.82 43.35 37.42 2.22
17-Mar-2014 31.23 46.26 39.29 1.92
02-Apr-2014 30.72 47.87 40.29 2.19
20-May-2014 32.07 47.66 41.90 2.06
05-Jun-2014 31.01 47.28 40.47 1.94
Mean 31.26 47.27 40.49 2.03
12-Mar-2018 33.18 50.04 43.03 2.03
28-Mar-2018 31.94 50.93 43.58 2.59
15-May-2018 35.10 51.64 43.99 2.24
16-Jun-2018 35.70 48.97 43.52 1.58
Mean 33.98 50.40 43.53 2.11

Fig. 4  Mean LST (°C) values: a 2002, b 2006, c 2010, d 2014, and e 2018
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4.2  Validation of Landsat data derived LST with respect to the corresponding 
MODIS data derived LST

Before performing any kind of application, validation of derived LST is necessary with 
in  situ measurement or with any other satellite sensor (Guha et al. 2019). In the present 
study, MODIS Terra data sets have been applied for the validation of LST values as a ref-
erence image. Landsat and modis sensor cannot overpass at same time for the same study 
area. Thus, MOD11A1 data (1000  m spatial resolution) of the following specific dates 
(Table 4) have been taken for the validation of estimated LST.

No such information has been obtained about the precipitation or atmospheric distur-
bances in the acquisition date of Landsat and MODIS sensors. For MODIS data, the spatial 
resolution of retrieved LST is 1000 m, whereas for Landsat 5, Landsat 7, and Landsat 8 
data the resolutions of LST image are 120  m, 120  m, and 100  m, respectively. A little 
difference has been found between the LST retrieved from Landsat data sets and the cor-
responding MODIS data sets for the following reasons: (a) 30 min intervals between the 
Landsat sensors and MODIS sensors, (b) content of water vapour, and (c) resampling tech-
nique (Guha et al. 2019). In spite of not performing any upscaling or downscaling proce-
dure, a significant correlation has been found between the mean derived LST from Landsat 
data sets and MODIS data sets (Table 4).

4.3  Spatiotemporal variation in the distribution of NDVI

NDVI images have been generated using the red and near-infrared bands of Landsat sen-
sors, and the mean values of NDVI for particular years have been generated separately 
(Table  5). Figure  5 presents the NDVI values for fifteen pre-monsoon images. Figure  6 
shows the mean NDVI values for 2002, 2006, 2010, 2014, and 2018. The high NDVI 
values have been found in the south-western and north-eastern parts of the city where 

Table 4  Validation of Landsat 
data retrieved LST with MODIS 
data retrieved LST

Acquisition date (Landsat 
data)

Acquisition date (MODIS 
data)

Correlation 
coefficient

25-Apr-2002 25-Apr-2002 0.49
11-May-2002 11-May-2002 0.48
28-Apr-2006 29-Apr-2006 0.49
15-Jun-2006 17-Jun-2006 0.49
07-Apr-2010 06-Apr-2010 0.48
23-Apr-2010 22-Apr-2010 0.58
25-May-2010 24-May-2010 0.48
17-Mar-2014 16-Mar-2014 0.59
02-Apr-2014 01-Apr-2014 0.49
20-May-2014 19-May-2014 0.43
05-Jun-2014 04-Jun-2014 0.53
12-Mar-2018 13-Mar-2018 0.41
28-Mar-2018 27-Mar-2018 0.45
15-May-2018 12-May-2018 0.49
16-Jun-2018 15-Jun-2018 0.47
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vegetation is abundant and LST values are comparatively less. The maximum values of 
average annual NDVI (bold values in Table  5) have been decreased from 2002 to 2018 
(0.56 in 2002, 0.52 in 2006, 0.50 in 2010, 0.48 in 2014, and 0.44 in 2014). It indicates 
that the proportion of vegetation of the city area has been reduced gradually with time. 
Figures 3, 4, 5, and 6 show that the LST and NDVI exhibit opposite spatial distribution 
patterns. At the macro level, the areas with high LST values show the urban heat island 
phenomenon. These areas have relatively low NDVI values. At the micro level, the high 
peaks of LST present a low valley of NDVI.

4.4  Distribution of LST for the area above mean LST, and for the area below mean 
LST

Figure 7 indicates a steady picture of the spatial distribution of LST values for the area 
above mean LST, and for the area below mean LST using fifteen multi-date images from 
2002 to 2018. The high LST zones or area above mean LST are presented as red colour 
shades, whereas the low LST zones or the area below mean LST are presented as green 
colour shades. The central and southern parts of Raipur City are characterized by low LST 
values (area below mean LST), whereas the northern, western, and south-eastern parts 
reflect high LST zones (area above mean LST). The high LST zones are surrounded by 
built-up area and bare earth surface, whereas the low LST zones are developed mainly by 
the concentration of water bodies and dense vegetal cover.

Table 5  Spatiotemporal variation of NDVI distribution for whole of the city (2002–2018)

Date of acquisition NDVI (minimum) NDVI (maxi-
mum)

NDVI (mean) NDVI (stand-
ard deviation)

25-Apr-2002 −0.25 0.60 0.01 0.07
11-May-2002 −0.21 0.52 −0.01 0.06
Mean −0.23 0.56 0.00 0.07
29-Apr-2006 −0.15 0.45 0.07 0.06
17-Jun-2006 −0.23 0.59 0.10 0.09
Mean −0.19 0.52 0.09 0.08
06-Apr-2010 −0.25 0.57 0.03 0.07
22-Apr-2010 −0.27 0.58 0.03 0.08
24-May-2010 −0.12 0.34 −0.01 0.04
Mean −0.21 0.50 0.02 0.06
16-Mar-2014 −0.14 0.51 0.16 0.08
01-Apr-2014 −0.13 0.52 0.14 0.07
19-May-2014 −0.07 0.45 0.12 0.05
04-Jun-2014 −0.08 0.45 0.13 0.06
Mean −0.11 0.48 0.14 0.07
12-Mar-2018 −0.08 0.39 0.09 0.04
27-Mar-2018 −0.16 0.50 0.10 0.06
12-May-2018 −0.09 0.40 0.13 0.05
15-Jun-2018 −0.15 0.48 0.17 0.07
Mean −0.12 0.44 0.12 0.06
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4.5  LST–NDVI relationship for the whole area of the city, the area above mean LST, 
and the area below mean LST

Generally, LST presents a negative relationship with NDVI. This specific pattern of the 
relationship between LST and NDVI has been noticed throughout the whole study area 
(Table 6). It is clear that NDVI is strong to moderate related to LST for the whole of the 
study area. The relationship is strong negative in 2002, 2006, and 2010 (bold values in 
Table 6), whereas it is moderate negative in 2014 and 2018. There has been no such par-
ticular pattern seen in NDVI–LST relationship for the area above mean LST. It shows a 
moderate relationship throughout the entire time. This relationship has also been found 
moderate for the area below mean LST. It indicates the fact that small area reduces the 
strength of LST–NDVI relationship due to the presence of heterogeneity in landscape. The 
large area always enhances the scope of building a strong LST–NDVI relationship in urban 
area.

Figures  8 and 9 present the mean temporal variation and year-wise analysis of 
LST–NDVI relationship for the study area, respectively. Figure  8 shows a strong 

Fig. 5  Spatiotemporal distribution of NDVI: a, b 2002, c, d 2006, e–g 2010, h–k 2014, and l–o 2018
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negative relationship for whole area which has been decreased through time. In the 
area above mean LST and in the area below mean LST, these relationships are moder-
ate negative without showing a specific increasing or decreasing trend. Figure 9 shows 
a smooth and steady decreasing rate on the negative relationship for the whole area 
from 2002 to 2018. The range of the correlation coefficient of LST–NDVI relationship 
for area above mean LST (−0.29 to −0.40) is narrower than the area below mean LST 
(−0.18 to −0.49).

4.6  LST–NDVI relationship under different ranges of NDVI

LST–NDVI relationship varies with the various ranges of NDVI (Fig. 10). Under vari-
ous range of NDVI, the values of LST are different. Table 7 presents the variation of 
LST–NDVI relationship where bold values show the correlation coefficient value of 
less than −0.20. Under the positive values of NDVI, the relationship is totally nega-
tive. Up to the NDVI value of 0.4, the correlation coefficient values are strong to mod-
erate negative. This is mainly the region of green vegetation. Beyond the NDVI value 
of 0.4, the relationship is weak. We cannot predict any strong decision on LST–NDVI 
relationship where the NDVI values are negative (less than 0). Under these ranges 
of NDVI value, the relationship is weak and non-reliable. Generally, negative NDVI 
indicates the presence of water bodies or wetland. Hence, it can be said that in water 
bodies or wetland, the LST–NDVI relationship is non-consistent. Even in most of the 
cases, the relationship is positive in nature. It can be concluded that under the positive 
NDVI values, the range of the LST–NDVI relationship is narrow, whereas it is wide 
under the negative NDVI values.

Fig. 6  Mean NDVI values: a 2002, b 2006, c 2010, d 2014, and e 2018
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5  Conclusion

In this paper, fifteen cloud-free pre-monsoon data from different Landsat sensors from 
2002 (two), 2006 (two), 2010 (three), 2014 (four), and 2018 (four) have been used to inves-
tigate the relationship between LST and NDVI for the whole area of Raipur City, the area 
above mean LST, and the area below mean LST. The LST has been retrieved from Landsat 
data sets using the mono-window algorithm. The LST derived from Landsat data sets are 
strongly validated with MODIS Terra data sets. The results have also been applied on the 
different ranges of NDVI values. The results show that mean LST of the study area has 
been increased at a very significant rate (11.62 °C increase between 2002 and 2018). The 
rise of LST is mainly for the conversion of land and also for the climate change to some 
extent in the unchanged land area. Generally, LST is negatively related to NDVI for the 
whole of the study area. The relationship is weaker under the area above mean LST and 
the area below mean LST. It indicates that the small mixed lands are not suitable for strong 
LST–NDVI relationship. The results also indicate that under the positive NDVI values, 

Fig. 7  The area above mean LST (red colour) and the area below mean LST (green colour): a, b 2002, c, d 
2006, e–g 2010, h–k 2014, and l–o 2018
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the LST–NDVI relationship is strong to moderate negative, whereas it is positive and non-
consistent under the negative values of NDVI. The city should be properly planned so that 
the NDVI values can be increased. It means the percentage of urban green bodies must be 
higher compared to the concrete materials. Otherwise, the city will be suffered from the 
gradual thermal stress. The results also show that the relationship is stronger in the earlier 

Table 6  Spatiotemporal variation 
of LST–NDVI relationship 
(2002–2018)

Date of acquisition Whole city Area above 
mean LST

Area below 
mean LST

25-Apr-2002 −0.57 −0.30 −0.48
11-May-2002 −0.57 −0.28 −0.50
Mean −0.57 −0.29 −0.49
29-Apr-2006 −0.53 −0.36 −0.40
17-Jun-2006 −0.47 −0.43 −0.28
Mean −0.50 −0.40 −0.34
06-Apr-2010 −0.50 −0.40 −0.36
22-Apr-2010 −0.53 −0.49 −0.38
24-May-2010 −0.48 −0.23 −0.40
Mean −0.50 −0.37 −0.38
16-Mar-2014 −0.42 −0.38 −0.09
01-Apr-2014 −0.45 −0.33 −0.26
19-May-2014 −0.41 −0.30 −0.28
04-Jun-2014 −0.31 −0.47 −0.07
Mean −0.40 −0.37 −0.18
12-Mar-2018 −0.38 −0.36 −0.27
27-Mar-2018 −0.45 −0.36 −0.37
12-May-2018 −0.46 −0.25 −0.44
15-Jun-2018 −0.47 −0.22 −0.28
Mean −0.44 −0.30 −0.34

Fig. 8  Temporal status of LST–NDVI relationship
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times compared to the recent times. It indicates the increase in built-up area as man-made 
materials enhance the reliability of LST–NDVI relationship.

The result of the present study is too significant in future town planning as most of the 
converted lands are built-up area or bare land which are responsible for high LST. For 
better sustainability, a large amount of urban plantation is needed along the road side and 
residential area. The present water bodies and green areas inside the city boundary must be 
preserved for providing a better life. Major commercial or industrial activities should be 
moved into the outskirts of the city to reduce the air and water pollution. The green build-
ing materials like earthen materials, wood, bamboo, natural clay, earth bags, natural fibre, 
etc., should be used in the construction of new buildings or apartments.

Fig. 9  Year-wise analysis of LST–NDVI relationship

Fig. 10  LST–NDVI relationship under various ranges of NDVI
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Introduction 

   Marriage is an institution which forms an integral part of a society. Marriage rituals 

shows the evolution of culture in a particular society. India is a land of diverse culture 

which vary from region to region. Various ethnic groups reside in this country. The 
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variation in their cultures are reflected in the various rituals performed by them. India is 

a country of multi language and religion. Each has their own culture. The society is also 

divided into a number of castes. It is difficult to deal with the marriage ritual of all the 

people living in this sub-continent. So I have chosen to deal with the marriage rituals of 

a particular language group from a particular religion – Bengali Hindus. Prior to 1947, 

the present state of West Bengal in India and the neighbouring country of Bangladesh 

together form the land of the Bengali Hindus. After Independence most of the Hindus of 

the present country of Bangladesh migrated to India and came into West Bengal. 

Together with them they brought their culture which is very much reflected in their 

marriage rituals which are quite distinct from the marriage rituals performed by the 

Bengali Hindus of West Bengal. In this paper I will refer the landmass, which is now 

Bangladesh as East Bengal, because the people who now perform the rituals of this 

particular landmass are not citizens of Bangladesh. Though there are distinct differences 

in marriage rituals of West and East (now Bangladesh) Bengal, there are also variations 

district wise and caste wise. Bengali marriage rituals can broadly be divided in two 

categories – the priestly rituals and the non-priestly rituals. The ritualistic differences are 

not much in priestly rituals and a caste-wise uniformity can be observed in these rituals. 

But the differences are more in the non-priestly rituals. Most of the rituals are usually 

done by the married women who are colloquially called eyo. The presence of male are 

minimal in these rituals. Since, they fall on the domain of married women, they are called 

Stri ̄-ācār (Stri ̄=married woman, ācār=ritual). In this paper I will deal with the non-priestly 

marriage rituals that are performed in the marriages of Hindu Bengali. Stri ̄-ācār, as has 

been said previously varies from region to region and from one class of people to another. 

Here I have chosen the marriage rituals of some Brahmin families of Mymensingh and 

Dhaka region of East Bengal and a Śunḍi family, who belongs to the brewer caste( the 

class of people who are involved in making liquor, and are considered lower caste or 

Śūdra in Bengali society) of Howrah district in West Bengal. 
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 Methodology 

This study is mainly based on the information gathered from two books, Stri-Achar by 

Renuka Devi Choudhurani (2006) and Shuvavivaha by Mausumi Bandyopadhyay Saha 

(2017) and also from personal experiences. 

Observations 

Day Before the Marriage 

In Bengali marriages the non-priestly rituals are done by married women in odd 

numbers, i.e., three, seven, nine and so on. These married women should belong to the 

same family and must have a happy conjugal life. In Bengali wedding married women 

are considered auspicious. However, widows are not allowed to perform any rituals and 

in earlier times they were not allowed to be present near the site of the wedding. In some 

families of Mymensingh region, two married women (eyo) of good conjugal life from the 

same family are chosen to perform all the rituals connected with marriage. They are called 

joṛā eyo. A day before the marriage, these two married women are made to sit facing east, 

each with a red cloth covering the upper portion of their bodies. These two red clothes 

are tied together with a knot. A handful of paddy and durbā grass are kept inside the knot. 

The whole process is done ceremoniously by ululation and blowing conch shell in the 

presence of other eyos in odd numbers (Choudhurani,2006:28). 

I. Preparing Perched Rice and Anandanāḍu 

The Bengali marriage is not an affair of a single day. It starts a few days before the actual 

wedding day with rituals like bachelor’s meal āibuḍobhāta (āibuḍo=bachelor, bhāta=rice), 

and in some families of West Bengal, preparing perched rice and sesame ladoos 

(ānandanādụ). Perched rice and sesame ladoos are prepared by married women 

ceremoniously a day before the actual wedding. In the Śunḍi family of West Bengal a 

room is assigned for performing non-priestly rituals connected with marriage. This room 

is called the man ̇galghar. The preparation of perched rice is done in this room. 

II. Āibuḍobhāta 
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Bachelor’s meal or āibuḍobhāta is offered to both the bride and the bridegroom a day 

before the marriage. Only the female members of the family are present in this ritual 

(Choudhurani,2006:30;Saha,2017 : 22).  

III. Preparation of the Baraṇdāla ̄, Śrī and Āibha ̄nd ̣

There are a few important things required for performing various marriage rituals. These 

are Baraṇdālā, Śri ̄ and A ̄ibhānḍ. Together with these, kolsorā is used by the Śunḍi families 

of West Bengal. All the items that are used in the rituals during marriage are kept in the 

Baranḍālā. Baraṇ means greeting. The Baraṇdālā is family specific. The Baraṇdālā maybe a 

plate of metal or cane or simply a winnowing fan depending on the family custom. In 

East Bengal the Baraṇdālā is also called the cālonbāti. The Baraṇdālā (Fig.01) is prepared 

ceremoniously by the eyos of the Mymensingh region (Choudhurani,2006:91). A row of 

bananas with a dot of vermilion on each banana, and a small pot filled with water are 

kept in the Baranḍālā. Five vermilion dots are also given on the pot and mango leaves 

with vermilion dots are put in it. Five small earthen lamp with wicker and oil are placed 

at the front side of the Baraṇdālā. Oil and match box are also kept here. Paddy, durbā grass, 

vermilion paste, small ginger pieces and small turmeric pieces are kept in small earthen 

plates in the Baraṇdālā of Brahmin families of East Bengal. In the Baraṇdālā of the Śunḍi 

family of Howrah district, leaves of cannabis (sidhi), pañcaśashya (paddy, barley, sesame, 

mustard, green moong or green gram) ,five areca nuts, five turmeric, five cowry shells, 

five haritakis (Terminalia chebula), five āmlās(Indian gooseberry), five baheṛās   

(Terminalia bellirica), one ceremonial thread or paite ( worn by the Brahmins), five betel 

leaves, durbā grass, dew, ghee, curd, honey, a small coconut, āmlā (Indian gooseberry)-

methi(fenugreek), turmeric paste, sandalwood paste, rice powder paste, vermilion paste, 

gerimaṭi (ochre pieces), monāmuni (small seed like thing with filaments) gela (Cesalpinia 

bonduc.) fruit, mirror, small knife, red thread, white thread and a reel for thread are kept 

in small earthen or metallic plates. Along with this a kolsorā ( a small earthen plate where 

a small unripe coconut, seven hariṭakis, seven āmlās, seven baheṛās seven turmeric, seven 
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cowry shells, seven areca nuts, seven pomgrenate flowers are kept), a gachkouṭo, a kajallata ̄ 

(a vessel used for making collyrium), a nut cracker and a kunke or a vessel for measuring 

rice( containing a small comb, a mirror, a garland, girdle, collyrium and bangles of conch 

shell and iron) are kept (Saha, 2017:18). Śrī is a beautiful small pyramidal structure made 

up of rice powder paste, turmeric and vermilion and kept in a small plate by pouring 

mustard oil over it. An alternate of Śrī is the āiyomuchi or the nichni-pichni of the 

Mymensingh families(Choudhurani,2006:26-27). These are small petal like structures 

made up of the same ingredients as Śri ̄ and kept in two small earthen plates in the 

Baranḍālā.  

 

Fig.01. Baraṇdạ̄la ̄ of a Brahmin family of Mymensingh 

In the Śunḍi family, four small pots containing rice, one areca nut, turmeric, cowry and a 

coin in each of them are placed on a winnowing fan (Saha, 2017:18). They are called 

Āibhānḍ. They are taken to a Brahmin’s house by the eyos of Śunḍi family on the morning 

of the wedding day. The wife of the Brahmin will add some turmeric in the rice of the 

pots. Then all the pots are taken back to the wedding house (Saha, 2017:26). This ritual is 

performed to show respect to Brahmin family as they are upper caste. The wife of the 

Brahmin is given rice, vegetable, ghee and salt in an earthen plate in return. In the 

Brahmin families this ritual is not required, but Āibhānḍ are kept in the Baraṇdālā of these 

families. Āibhānḍ of Brahmin families of East Bengal contain parboiled rice, one piece of 
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small banana, one areca nut, one betel leaf, few pieces of ginger and turmeric 

(Choudhurani,2006:91). 

IV. Magical and Medicinal Significance: Connection with Fertility 

It is interesting to note that all these items even the vermilion dots are mostly five or seven 

in number. These odd numbers are related to ancient indigenous magical rituals and are 

considered auspicious in any ritual. It is interesting to note that most of the items used in 

the Bengali wedding ritual have medicinal values connected with fertility. Areca nut is 

used in Ayurvedic medicine for treating impotency and female diseases 

(Bhattacharjee,1980:30-37).  Durbā grass is used for treating leucorrhoea and other female 

diseases (Bhattacharjee,1976:98-99). Baheṛā is used in Ayurveda for treating impotency 

(Bhattacharjee,1977:281). Cannabis leaves are also used for treating impotency, 

gonorrhoea, female diseases and also for aggravating the process of child birth 

(Bhattacharjee,1978:279-285).  

Symbolic representation of fertility is observed in the use of cowry and betel leaf in 

Bengali marriage. Cowry, is a symbol of prosperity as it was used earlier in Bengal as a 

medium of exchange, and also, according to some scholars, its shape represent female 

organ (Dutta,2002:47). Similarly the shape of the betel leaf also according to some scholars 

represents the female organ (Dutta,2002:47).  

V. Pāna-khili 

There is one ritual solely done with betel leaf a day before marriage called Pāna-khili by 

the Hindu families of the Mymensingh region of undivided Bengal (Choudhurani, 2006: 

95-96).  This ritual is done with the two eyos or joṛā eyos performing the main ritual 

accompanied by other eyos in odd number. Twenty one betel leaves are folded and a small 

stick is pierced through them (Fig.02). This is an indigenous fertility ritual. The ritual 

symbolically seals the female organ of the bride for the bridegroom. 

 

 



JOURNAL OF STUDIES IN SOCIAL SCIENCES 

 7 

 

 

Fig.02. Pāna-khili 

 

VI. Grinding of Paddy and Turmeric 

The grinding of paddy and turmeric are again two important rituals that are performed 

ceremoniously by the Brahmin families of East Bengal (Fig.03). The joṛā eyos take the lead 

in these two rituals, accompanied by other eyos in odd number (Choudhurani,2006:85-

87). Rice is separated from the paddy and a part of it is kept for the nāndīmukh ritual. Rice 

is the staple food of Bengal. Turmeric has antiseptic values and it is applied 

ceremoniously to both the bride and the bridegroom on the day of the marriage before 

taking their bath. 

 

 

Fig.03. Grinding of Paddy and Turmeric 
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VII. Ganga Invitation 

Inviting the river Ganga is another ritual performed by most of the families of East Bengal 

(present Bangladesh) a day before the marriage (Choudhurani,2006:32). One thing should 

be noted that the river Ganga does not flow through Bangladesh or East Bengal. The main 

river of Bangladesh is Padma, which is a distributary of Ganga. But at the same time there 

are many rivers and water bodies in Bangladesh. The name Ganga may be symbolic as it 

is considered as the holy river of the Hindu religion. In East Bengal, before partition any 

local water bodies like river or ponds were selected for this ritual. The two main eyos 

accompanied by other eyos in odd number usually go to a nearby water body and 

nowadays those residing in Kolkata on the banks of river Ganga with the Baraṇdālā. 

Firstly they will greet the water body by the circumambulation of the Baranḍālā and 

ululation. Then a small design with rice powder paste is made on the bank. A betel leaf 

with vermilion dots, little bit of oil, sweet and areca nut is placed over the design. A small 

lamp is lit and floated in the water body and the eyos seek the blessings on behalf of the 

bride and the bridegroom from the river Ganga. After that water is collected and kept in 

a small pitcher. This water will be used in rituals connected with marriage. The Ganga 

inviting rituals are simple and they show the reverence given to water bodies in the 

simple life of the people. As has been mentioned previously that Bangladesh is a land of 

many rivers, and in rainy seasons most part of it is flooded. So, maybe this ritual is 

performed to avoid disasters like flood at the time of the wedding.     

Wedding Day  

Morning Rituals 

I. Dodhimaṅgal 

  Early, on the day of the marriage, an eyo of the Śunḍi family places the holy pitcher filled 

with water and mango leaves in the  maṅgalghar over a design made of rice powder paste 

in front of the storage jar containing the perched grain. Conch shells are blown marking 

the beginning of the wedding. A lamp called jāgprodip is put here and this lamp will 
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continue to burn till the eighth day of the marriage (Saha, 2017:23). A lamp is lit over a 

grinding stone by the eyos of the Brahmin families of the Dhaka region of Bangladesh, 

early on the day of the marriage. In most of the families of Bengal, early on the day of the 

marriage before sunrise, the bride and the bridegroom are fed in their respective houses 

with a mixture of flattened rice, perched rice, curd and sweets by the eyos. This is done 

ceremoniously and this ritual is called the dodhiman ̇gal ritual (Saha, 2017:42-43). Both the 

bride and the bridegroom will fast the whole day till the sampradāna ritual, and in some 

families after the completion of all the marriage rituals. This ritual is followed in almost 

all the houses of Bengal, with exception of some Brahmin families of the Mymensingh 

region.  

After completion of the dodhiman ̇gal ritual, in some Brahmin families of East Bengal, the 

bridegroom is given a brass mirror and the bride a small spindle shaped wooden object 

called gāchkouṭo (Fig.04) a symbol of prosperity (Saha, 2017:43). The bride and the 

bridegroom will have to carry this mirror or gāchkouṭo in their hands until the whole 

process of the marriage is completed. 

 

Fig.04. Gāchkoutọ 

 

 As has been pointed earlier, many of the rituals connected with Bengali marriage are 

magical in nature. The belief in good omen and protection against bad omen is in the 

mind of simple Bengali people, a majority of whom are uneducated.  So certain objects 

like metal mirror, collyrium maker, knife, nut-cracker are carried by the bride and the 



JOURNAL OF STUDIES IN SOCIAL SCIENCES 

 10 

bridegroom, depending on their respective family customs, during the total period of the 

wedding ceremony, in order to protect them from evil eyes. In the Mymensingh region 

of Bangladesh girls carry a metal mirror and knife (Fig.05), and this is given at the time 

of the nāndīmukh ritual (Choudhurani,2006:97).  

 

Fig.05. Bride carrying a Metal Mirror and Knife 

 

In the Śunḍi family of Howrah district, the bride and the bridegroom are taken separately 

by the eyos of their respective families to a nearby pond after the haldi ritual. Water is 

poured over their head. A collyrium maker in case of bride and a nut cracker in case of 

the bridegroom are kept in between their feet.  Curd, sandalwood paste, turmeric paste, 

dew, vermilion paste, collyrium, and āmlā-methi (fenugreek) are touched on the collyrium 

maker in case of the bride and nut-cracker in case of the bridegroom. In this ritual a single 

eyo takes water from the water body in a pitcher.  The bride or the bridegroom along with 

this eyo are then greeted by the other eyos with circumambulation motion of hand with 

the following things – betel leaf, water, paddy, durbā grass, banana, aibhāṇḍ, Śrī and 

Baranḍālā. After this the collyrium maker is handed to the bride and the nut-cracker to 

the bridegroom (Saha, 2017:25). 

II. Nidrākalashe jol a ̄nā 

 In the Brahmin families of Dhaka region, there is a ritual called nidrākalashe jol ānā (Saha, 

2017:43-44). On the wedding day, before sunrise, a couple with good conjugal life collects 
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water in a pitcher from a nearby water-body. The husband makes a plus sign with a knife 

in the water and the wife collects water from that region where the sign is made in the 

pitcher. This water is kept aside for the Asṭaman ̇galā ritual. 

III. Sohāg thokāno and Sohāg ma ̄pā 

Another ritual is done in the Brahmin families of Dhaka region called sohāg thokāno, in 

which again a couple with happy conjugal life is selected (Saha, 2017:44-45).  The husband 

collects soil with a chopper from the four corner of the house and put it in the pallu of his 

wife’s sari. This soil is then kept in the Baraṇdālā.  A similar ritual is performed in the 

Brahmin families of Mymensingh region, called sohāg māpā or weighing affection 

(sohāg=affection; māpā=weighing). The ritual itself shows its indigenous character.  In 

earlier times, the women of Bengal use to wrap a single piece of cloth called sari around 

their body. In this ritual the inner part of the cloth which is attached to the body is 

drenched with water and then the water is squeezed out of the inner cloth and collected 

in a pitcher. In this way water is collected by drenching the cloth of all the married 

women. A little bit of dust is collected from the place where the married women are 

standing and are kept in the pitcher. This water is used for bathing the bride and the 

bridegroom on the second day of the marriage. This ritual is done only in bride’s house 

(Choudhurani,2006:44). 

IV. Sohāg ba ̄rạ̄ 

After sohāg māpā, there is another ritual called sohāg bāṛā, which is common among the 

Brahmin families of the Mymensingh region in Bangladesh (Choudhurani,2006:45-46). A 

handful of paddy is kept on a bamboo shoot mat. The bride will first sit on the paddy. 

Then paddy from her back are collected in a winnowing fan. This process is repeated 

thrice by putting back the paddy again in the mat from the winnowing fan. After, the 

bride, the process is continued with other married women till some rice comes out from 

the paddy. This rice will be kept in the stool where the bride will sit during the ritual of 

circumambulation around the bridegroom. After the father of the bride gives her hand to 



JOURNAL OF STUDIES IN SOCIAL SCIENCES 

 12 

the bridegroom, the mother of the bride prepares a rice pudding by taking rice from the 

stool, where she was sitting. The whole process is indigenous and magical in nature and 

the purpose is to keep the bridegroom affectionate towards his wife. It should be 

mentioned in this connection that rice has medicinal values connected with female 

diseases. Raw rice is sometimes used in Ayurvedic medicine to cure female diseases like 

leucorrhoea (Bhattacharjee,1978:205). 

V. Monāmuni Grinding 

Monāmuni grinding is a ritual performed in most families of East Bengal. This ritual is 

also connected with fertility. Monāmuni are two tiny seeds with filament. They are firstly 

placed in water, when the two seeds get closer, they are taken out of water and put in a 

betel leaf with a cowry. The joṛ̣ā eyo will grind the betel leaf with monāmuni and cowry 

and make a paste and keep it aside for the bathing ritual on the second day of marriage 

(Choudhurani,2006:46). 

VI. Haldi 

The most important ritual that is performed all over Bengal and also in other parts of 

India is the haldi ritual. The married women apply haldi or turmeric paste on the bride 

and the bridegroom in their respective families. Firstly the haldi ritual takes place in the 

bridegrooms house, then the same turmeric paste is brought to the bride’s house 

accompanied by trays of gifts called tatva, and the same paste is applied on the bride. 

Though, this ritual is performed mainly by married women, but still, in this ritual 

particularly we find the presence of two male, a barber and a washer-man. The barber 

cuts the nails of bride or bridegroom and put them in a leaf and the washer-man throws 

soap over the head of the bride.  In some Brahmin families of the Mymensingh region, 

the barber performs a bit elaborate ritual like oil is poured from the barber’s head on to 

the bride’s head. The barber will take oil in a dish and will hold it in front of the bride 

asking her jokingly whether she is more beautiful than the barber. Barber will then light 

a few stalk of jute-plant and ask the bride that whose fire is she warming her body. She 
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has to take the name of her husband. All the married women including the mother of the 

bride or the bridegroom apply turmeric paste on the bride or the bridegroom. In the 

families of East Bengal, water is poured from a small pitcher on the head of the bride or 

the bridegroom. After that both the bride and the bridegroom break a small earthen plate 

which is kept inverted with a cowry inside, and both of them say that they are breaking 

their bachelorship (Choudhurani,2006:99-100). Turmeric has antiseptic value, it is also 

good for skin. The bride or the bridegroom take their bath in their respective bathroom 

after this. In the Śunḍi family of West Bengal, the bride or the bridegroom are bathed 

ceremoniously by the married women, the process has been described previously. The 

married women make the bride wear the conch shell bangles, the symbol of married 

woman. In the Grhyasu ̄tras there is mention of washing of the bride, but there is no 

mention of application of turmeric paste on bride and the bridegroom (Oldenberg,1892 

:44, 258-259. However, the haldi ritual is very common among the indigenous people 

residing in Bengal (Kundu,2005:88-99; Sanyal,2002: 107-108). This ritual is also practised 

by the Bengali Muslims and the Bengali Christians (Saha, 2017:68). So this ritual is very 

much region specific. 

VII. Other Rituals 

In the Śunḍi family of Howrah region, the bride or the bridegroom are made to stand on 

a grinding stone. Four married women or eyos will stand in four corner keeping the bride 

or the bridegroom in the centre. One of the eyos will take the reel of thread from the 

baraṇdạ̄lā, and pass the thread to the next eyo keeping the reel in her hand, that eyo will 

pass to the next eyo  and in this way all the eyos will pass the thread to the next eyo seven 

times. A rectangle of thread is created by this process which encircles the bride or the 

bridegroom. Then all the   eyos will sit. The bride or the bridegroom will now face one of 

the eyos. She will ask that whether the bride or the bridegroom is ending their 

bachelorship. The answer will be yes. The bride or the bridegroom will cross the thread 

on that side and will again cross it and come back to their previous position. This process  
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will be repeated thrice with the other three eyos. Then the thread will be tied on the bride 

or bridegrooms wrist with each eyo adding a knot. In most of the families of Bengal, a 

thread is tied on the wrist of the bride and the bridegroom during the nāndīmukha ritual. 

In some Brahmin families of Mymensingh region, the sacred thread (paite) of the 

bridegroom, which he discards when he gets a new one from the bride’s family, is tied 

on the ankle of the bride. This tying of thread or paite is done perhaps to protect the bride 

and the bridegroom from evil spirit and bad omen. 

The bride and the bridegroom of the Śunḍi family are taken to the man ̇galghar. The door 

is closed and durbā grass and turmeric paste are put on top of the door. After that seven 

dots of curd, sandalwood paste, turmeric, dew, vermilion, kohl and āmlā-methi are put 

beneath the durbā grass (Saha, 2017:26). Here the pots of the aibhānḍ are emptied on a 

winnowing fan, and the bride or the bridegroom are made to put back all the contents in 

the aibhānḍ. This process is repeated thrice and is done only in the Śuṇdi families of West 

Bengal (Saha, 2017:27). 

At the same time in the families of East Bengal, the bride measures affection from water 

kept in a vessel called dhākon dhokon with a small earthen plate. While performing this 

ritual she utters the names of her in-laws, as if she is measuring their affection 

(Choudhurani, 2006: 46-47). This ritual is also magical in nature. The bride usually moves 

into her in-law’s house after marriage, so by performing this ritual she is trying to make 

the atmosphere in her in-law’s house amicable for her. 

So far I have discussed the non-priestly ritual that are performed in the morning on the 

day of the marriage. There is a priestly ritual called the nāndīmukha, performed on the 

morning of the marriage. This ritual is done to seek the blessings of the ancestors. This 

ritual is done by the father of the bride or the bridegroom or any senior male member 

with the assistance of the priest.  

Evening Rituals 

I. Rituals in the Bridegroom’s House  
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 The final wedding usually takes place in the house of the bride. Before the bridegroom 

leaves his own house, there are certain rituals performed in the Śunḍi family of West 

Bengal. The bridegroom is made to stand on a stool and the eyos will perform 

circumambulation  around him by sprinkling water and carrying the baraṇḍālā and Śri ̄. 

The mother of the bridegroom will stand behind him. An eyo will throw rice, vermilion, 

coin, sweet, betel leaf and areca nut over the head of the bridegroom in the pallu of the 

mother of the bridegroom This is called kanakāñjali. Then the mother of the bridegroom 

will give sweet to all the married women and bid goodbye to her son and ask him to 

bring the bride (Saha, 2017:28). There is no such elaborate ritual among the Brahmin 

families of East Bengal. In these families, the bridegroom seeks the blessings of the elders 

before leaving his home. The mother of the bridegroom also offers her blessings and will 

tell her son to bring the bride. In the Brahmin families of Mymensingh region designs of 

pitcher are drawn on the floor where the bridegroom is being blessed. The pitcher 

symbolises prosperity and is considered auspicious for someone who is making the 

journey. The mother of the bridegroom is not supposed to see the bridegroom leaving his 

home. She reconciles herself in a room and keep her hand in water in a vessel for a 

peaceful conjugal life of her son (Choudhurani,2006:109-110). 

 

II. Greeting the Bridegroom in the Bride’s House 

Female rituals are performed when the bridegroom comes in the bride’s house. The 

married women from the Śunḍi family pour water on the four wheels of the car. Then 

they throw sugar cakes over the car so that they fall on the other side (Saha, 2017:28). In 

some Brahmin families of the Mymensingh region, datura flower is cut in two pieces, such 

that each piece looks like a tiny bowl. The pieces are lit like lamp by oil and wicker and 

are thrown over the car of the bridegroom so that they fall on the other side of the 

car(Choudhurani,2006:52). This may be a magical ritual, perform to get rid of evil spirits 

or protecting the bridegroom from the evil spirits. When the bridegroom comes out of 
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the car, he is greeted in all the families of Bengal with the blowing of conch shell, ululation 

and by touching the forehead, chest and knee of the bridegroom with the baraṇḍālā. 

In Bengali households, the priestly and the non-priestly rituals are performed in two 

separate areas. The priestly rituals are performed in a covered area, usually on a platform 

with four banana trees in the four corner, the detailed description of which is found in 

Renuka Devi Choudhurani’s book (2006:48-49). The non-priestly rituals are performed 

under the open sky in the courtyard of the house. The place is smeared with cow-dung 

and encircled with four banana trees. This place is usually decorated by the barber. 

Before, the actual wedding ritual, the father of the bride greets the bridegroom, 

accompanied by the priest. He gives the bridegroom a new silk two piece attire called jor, 

a sponge-wood cap and a garland.  There are also other gifts given to the bridegroom like 

a watch, a gold ring and bell metal utensils. This gifts are given ceremoniously in the 

region assigned for priestly rituals. The bridegroom changes his cloth and wear the jor 

given to him. The bridegroom is then taken to the banana tree enclosure of non-priestly 

rituals. Here he is again greeted by the married women ceremoniously. In the families of 

West Bengal, the bridegroom is made to stand on a grinding stone, whereas in the families 

of East Bengal, the bridegroom is made to stand on a small stool. In the families of West 

Bengal, all the eyos in odd numbers will perform circumambulation around the 

bridegroom by carrying Śrī, aibhānḍ, baraṇḍālā and by sprinkling water from a water jar. 

After this one eyo will greet the bridegroom with water, paddy, durbā grass, betel leaf, 

aibhānḍ, Śri ̄ and baraṇḍālā , by making all these things touch the knee, chest and forehead 

of the bridegroom , with circular motion of the hand (Saha, 2017:29). The bridegroom is 

greeted in the East Bengal families by the eyos with water, paddy and durbā grass. In some 

families the eyos will make circular motion of their hands by the lightened wicker and put 

the black soot of the wicker on the bridegroom’s forehead. The mother of the bride will 

see the face of the bridegroom with a lamp and then she will wash the bridegroom’s hand 

with milk.  Then in some of the families of East Bengal, the eyos tease the bridegroom, by 
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trying to measure his nose, ear, chest with a thread. Sometimes they tie both the hands of 

the bridegroom and only they release the bridegroom after taking a token amount of 

money from the bridegroom’s family. This money is also called kanakāñjali (Choudhurani, 

2006: 101-102). In the Banerjee family of Dhaka region, the bridegroom is taken near the 

nidrākalash. The mother of the bride ties the bridegroom with the nidrākalash by a thread. 

The bridegroom cuts the thread and comes out (Saha, 2017:49). All these ritual are magical 

in nature and the purpose is to keep the bridegroom loyal to his wife. 

III. Marriage Rituals 

   After completion of these rituals, the bride is brought in the place of the marriage, sitting 

on an inverted stool, over the cloth, which her husband has changed with rice underneath 

it, carried by the male members of her family. Circumambulation of the bridegroom by 

the bride sitting on the inverted tool is done with the help of male members. During the 

circumambulation, the brides of West Bengal cover their faces with betel leaf, while the 

faces of East Bengal brides are uncovered. In East Bengal, the bridegroom’s face is 

covered with a cloth. After circumambulation is done seven times the covers are 

removed, the bride and the bridegroom both see each other and exchange their garlands 

three times. Then they are taken to the platform of priestly rituals, where sampradāna is 

done with priestly mantras. The sampradāna ritual is performed by the priest of the bride’s 

family. After this all the priestly rituals are done by the priest of the bridegroom’s family, 

since the bride has been given away, she now belongs to her husband’s family. But one 

thing is interesting that the non-priestly rituals are however, continued to be performed 

by the female members of the bride’s family till she leaves her parental house. In the 

families of West Bengal, the main priestly rituals in presence of fire like kuśanḍikā, 

saptapadi ̄, lājhoma take place on the same day. However, in the families of East Bengal, 

these rituals are performed on the following day. But, the rituals like saptapadi ̄ and 

kuśanḍikā are not performed in the Śunḍi family, since they belong to the Śūdra caste and 

so they are barred from uttering Vedic mantras. The saptapadi ̄ and the kuśanḍikā are done 

in presence of fire with Vedic mantras. The Śunḍi couple perform a ritual called khoi 
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poṛāno, where perched rice or khoi is given thrice on the fire prepared with stalks of jute 

plant, by the bride and the bridegroom. Before, this ritual, the bridegroom puts sindur or 

vermilion along the parting line of the bride’s hair with a rice measuring vessel called 

kunke (Saha, 2017:29-30). After this, no female ritual or śtrī-ācār is performed on that day 

in the Śunḍi family of Howrah region.  

IV. Post Sampradāna Rituals 

In East Bengal families after the sampradāna, the bride and the bridegroom are taken in a 

room and they are seated on a bamboo shoot mat. Then bridegroom is offered rice 

pudding prepared by the mother of the bride. The bridegroom makes a mark on the rice 

pudding with his ring, then he smells it and throws it away. After this, the bride and 

bridegroom play cowry under the supervision of the eyos (Fig.06). Twenty one cowry 

shells and bridegroom’s ring are required for this game. The couple individually takes all 

the twenty one cowry shells and the ring in their hands respectively and throw it back 

into the mat. The maximum number of inverted cowry shells decides the winner 

(Choudhurani,2006:102). The inverted cowry resembles female organ. So again this game 

is connected with fertility. Cowry is also used as a medium of exchange during early 

medieval and medieval times. So this game is also related to prosperity. The game of 

cowry is also a part of the marriage rituals of some of the indigenous people of Bengal 

like the Rajbansis (Sanyal,2002:111-112). 

 

 

Fig.06. The Cowry Game 



JOURNAL OF STUDIES IN SOCIAL SCIENCES 

 19 

 This game is followed by the dhākon dhokon game. Water is kept in a vessel the mouth of 

which is covered by an earthen plate, a small towel is placed beneath this earthen plate. 

This plate is called dhākon dhokon. The bride will take this plate and keep it in the floor 

without making noise, and then the bridegroom will keep the plate in its proper place 

without making noise. If a sound is made while keeping the plate then there will be 

quarrel among the couple as is presumed. The bridegroom is made to promise touching 

the lid that he will always praise his wife. The Bengali bride usually wears a crown made 

of sponge-wood and the Bengali  bridegroom wears a cap made of sponge-wood. A small 

piece of sponge-wood is tore from both the crown and the cap and made to float in the 

water of the vessel. The two pieces of sponge-wood would touch each other indicating a 

happy conjugal life. After this the couple breaks their fast with sweets and then they have 

their dinner (Choudhurani,2006:103-104). 

Second Day of the Marriage 

Bride’s House 

a) West Bengal 

   Early morning, the following day, the married couple of West Bengal starts their 

journey for the bridegroom’s house. In the Śunḍi family of Howrah district, the bride puts 

her hand in a vessel filled with milk and alta and then puts her hand in the chests of her 

father, brothers and uncles. The mother of the bride will stand behind the bride and the 

bride throws rice, vermilion, coin, betel leaf and areca nut on her pallu, a ritual which 

symbolises her paying back to her parent the price which has been spent on her 

upbringing (Saha, 2017:30). 

b) East Bengal 

 In East Bengal, however elaborate rituals are made on the second day of the marriage. In 

the Brahmin families of the Dhaka region, after getting up on the next morning the 

bridegroom puts sindur or vermilion along the parting line of the bride’s hair while they 

are in the bed (Saha, 2017:50-51). In the Brahmin families of Mymensingh region, the 
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couple are greeted by the eyos in the bed with baraṇḍālā. The couple is allowed to leave 

the bed after paying a token amount of money to the sister and sister-in-laws of the bride 

by the bridegroom or his family members. The couple then seats on a bamboo shoot mat. 

The barber cuts the nails of both of them. During the process, the eyos hang a cloth over 

their heads. Rice is put on the cloth which the eyos sauté with their hands holding the 

cloth over the head of the bride and the bridegroom. The washer-man throws soap over 

their heads. Then the bridegroom draws two dolls on the back of the bride with salt, and 

then scrapes the salt with a shell. The lunch for the bridegroom will be prepared with this 

salt. Similarly the bride draws two dolls with sindur (vermilion) on the back of the 

bridegroom and then scrape it with a shell. This vermilion will be given in the partition 

of the hair of the bride. The couple is then taken to an open space in the courtyard. The 

bridegroom is made to sit on a stool and the bride on a grinding stone. There are four 

small banana trees in the four corners surrounding them. These banana trees are 

intertwined with a thread with mango leaves hanging from it. An artificial pond is 

created within this enclosure. The couple is smeared with turmeric paste by the eyos 

within this enclosure. The mother of the bride puts the monāmuni paste, which was 

grinded on the day of the marriage, in the chest and back of the bridegroom with seven 

betel leaves, seven times and throws it away. Five eyos then bathe the couple with five 

pitchers of water and also with the sohāg water (Choudhurani,2006:55-56,104-105). These 

rituals are performed so that the newlywed couple enjoys a happy conjugal life. These 

ritual are also connected with fertility, the structure of monāmuni and the way the sohāg 

water is collected proves this. 

  After the bath, the couple wears the same cloth, which they wore during the sampradāna 

ritual. An offering is made to the Sun God by the couple in presence of the Brahmin priest 

(Choudhurani,2006:56). The Brahmin priest will then retreat to the artificial platform for 

the final ritual of kuśanḍikā. In the meantime another ritual is performed by the eyos, 

where the Brahmin priest has no role.  
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Fourteen betel leaves are kept surrounding the artificial pond which was discussed 

previously. Each betel leaf has a sindur (vermilion) dot, one piece of ginger, one piece of 

turmeric, one banana, one areca nut and one cowry on it. The circumambulation of the 

artificial pond is done by the couple, both keeping their fingers intertwined, accompanied 

by the eyos, who will sprinkle water. The bride carries a towel. The circumambulation is 

done fourteen times, and each time the bridegroom picks up one of the fourteen betel 

leaves with a knife, put the sindur along the parting line of the bride’s hair with his ring 

(Fig.07) and give the betel leaf to the bride, who will keep it in the towel. After completing 

the circumambulation of the pond, the bride sits on the grinding stone and the 

bridegroom on a stool in front of the pond. Then the game of cowry is performed by 

throwing the cowry shells along with the bridegroom’s ring five or seven times by both 

of them in the pond. After that all the cowry shells and the ring are collected and are put 

in the open palm of the bride, the bridegroom touches the bride’s hand and both promises 

that they will hide each other’s fault. The bridegroom then jumps over the pond carrying 

the bride (Choudhurani,2006:56-57). This ritual is again performed on the eighth day of 

the marriage nowadays, and in earlier times when the bride, after puberty returns to her 

in-law’s house. Child marriage was common in earlier times, when a girl was usually 

married before she attained her puberty age. She lived in her father’s house till she attains 

her puberty.  

 

 

Fig.07. Bridegroom puts the Sindur or Vermilion 
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After this pond ritual, the bride and the bridegroom are taken to the main area of the 

marriage, where the Brahmin priest is waiting for them to perform the kuśanḍikā, the 

ritual of circumambulation of the fire and the saptapadi ̄  or taking the seven steps. After 

this the bride and the bridegroom are taken inside the house where they are offered 

sweets and juice. They are seated on a bamboo shoot mat where the cowry game and the 

ritual of dhāk̄on dhokon is repeated (Choudhurani,2006:57-58). 

The journey to the bridegroom’s house begin in the evening in the families of East Bengal. 

The ritual of paying parent’s debt by the bride is also done in these families.  A small fish, 

curd, pitcher with water, gold and silver are kept in a corner, which the couple sees before 

making their journey. These are considered auspicious for journey (Choudhurani, 2006: 

58). 

Greetings in the Bridegroom’s House 

In the Grihyasu ̄tras there are mention of a number of rituals to be performed when a bride 

enters her in-law’s house, but in Bengal, most of these rituals are not followed. The bride 

enters her in-law’s house in the morning in West Bengal and in the evening in East 

Bengal. In the Śunḍi family, the eyos throw sweet cakes over the car so that it will fall on 

the other side when the car comes near the bridegroom’s house (Saha, 2017:31).  The bride 

is taken inside the bridegroom’s house by walking over a cloth. In the families of the 

Mymensingh region, miniature earthen plate is kept upside down under the cloth which 

the bride breaks with her heel (Choudhurani,2006:64). In the Śunḍi family of West Bengal, 

both the bride and the bridegroom are made to walk over the cloth. The bride carries a 

measuring vessel with paddy on her head and the bridegroom sprinkles paddy from that 

vessel with a nut cracker, while walking behind the bride. In most of the families the bride 

carries a pitcher on her waist and a lata fish in her hand (Saha, 2017:32). In some families, 

the bride stands on a plate of milk and alta and then walks inside the house marking her 

red foot-prints on a white cloth. The brides in the Bengal family are greeted with baraṇḍāla ̄ 
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by the eyos. In the families of East Bengal, both the bride and the bridegroom sit on the 

lap of the bridegroom’s mother. The bridegroom’s mother gives the bride an iron bangle, 

which is another sign of married women. The bride is made to watch overflowing milk 

while boiling, a sign of prosperity. She is also taken to the grain store room to see the 

prosperity of her in-law’s (Choudhurani,2006:63-64). According to the Grihyasu ̄tra, when 

the bride enters her in-law’s house, the married Brahmin women take her inside the 

house and put a male child on her lap (Oldenberg,1892 :50). In some Bengali families also, 

a male child is made to sit on the bride’s lap, so that she gives birth to male children. The 

couple sleeps separately on the first night in bridegroom’s house and this night is called 

kālrātri ̄.  

Third Day of the Marriage 

On the next day the bridegroom gives a plate full of food and a new sari ceremoniously 

to the bride and promises to take the responsibility of feeding his wife in the presence of 

his family. The bride serves her husband’s family rice which in a way symbolises her 

inclusion in the family clan of her husband. She eats, after this, the food which has been 

given to her by her husband. A small boy is placed on her lap, while she eats her first 

meal in her husband’s house.  In the Śunḍi family, the thread that was tied earlier on the 

wrist of the couple is untwined. In the evening a reception is arranged, where the bride 

is formally introduced to the bridegroom’s clan. In the night, the couple sleeps together.  

Aṣṭaman ̇gala 

The newlywed couple visit the bride’s house on the fourth or on the eighth day of the 

marriage, depending on the family tradition, and stays there for one night. On the eighth 

day of the marriage a ritual called aṣṭaman ̇gala is performed in some families of East 

Bengal. This ritual is a repetition of the pond ritual which was performed on the second 

day of the marriage, and with this the non-priestly rituals come to an end. The thread or 

paite that was tied on the wrist of the bride and the bridegroom, and in some cases on the 

ankle of the bride is untwined. The knot on the clothes that were used by the joṛā eyo is 
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also untwined (Choudhurani,2006:67-70). The other things that are used for rituals like 

the things in baraṇḍālā are kept for one year in some families. But most of the families 

throw them in the river Ganga after the aṣṭaman ̇gala ritual. 

Analysis 

The priestly rituals or the Vedic marriage rituals that are followed in many parts of India 

are mainly derived from the Grihyasūtra. Bengal came under the influence of Vedic 

culture much later. The earliest text of Vedic culture, the Ṛig Veda, belongs to 1500 BCE 

to 1000BCE and at that time the Vedic culture was limited on the western part of the 

subcontinent. The transmission of Vedic culture into the northern part and middle 

Gangetic plain took place through many centuries. The eastern migration of the Indo-

European people can be traced in the story of Videgha Māṭhava in the Śatapatha Brāhmaṇa. 

Even in this tale, the land east of Videha is considered impure as it is not touched by Agni 

or is not under Vedic culture (Chakravarti,2010:54). Surely, Bengal was considered an 

impure land as it was on the east of Videha in the time of the Śatapatha Brāhmaṇa. Bengal 

was included in the north Indian political map during the time of the Mauryas in third 

century BCE, as is proved by the Mahāsthān inscription (Krishnan,1989:104-105). As 

Bengal remain on the fringes of Vedic culture, the penetration of this culture is slow and 

gradual in this society, and thus Bengal retains many of its indigenous culture. The 

priestly ritual that is followed in this region is mainly derived from Udvaha Tattva by 

Raghunandan, a writing of the sixteenth century. The priestly rituals, starting from the 

nāndīmukha, are religiously observed in almost all the families of Bengal. There is not 

much variation in the priestly rituals, except the mantras which vary from family to 

family depending on the Veda, which they follow. But there are much variations in its 

parallel non-priestly rituals or Strī-ācār, from region to region or from family to family 

depending on caste as has been discussed above. The above discussions also show that 

they are much more elaborate and continued for several days compared to the priestly 

rituals.  
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There are two important rituals that is very much attached to Bengali psychology and are 

considered an integral part of Bengali marriage : the exchange of garland by both the 

bride and the bridegroom and the application of vermilion or sindur on the partition of 

hair of the bride by the bridegroom. Both these rituals are non-priestly rituals and there 

is no specific mantra for these rituals. Both these rituals are region specific. The exchange 

of garland not between bride and bridegroom, but between bridegroom and bride’s 

brother is practised among the indigenous tribes like the Lodhas of Bengal (Kundu, 2005: 

90). The mark of sindur or vermilion in the partition of hair is the symbol of married 

woman in Bengal irrespective of caste and region. The indigenous people residing in 

Bengal also consider this as a symbol of married life (Kundu,2005:88-99; Sanyal,2002: 

112). It has been already discussed that this ritual of application of vermilion in the hair 

partition is done under the supervision of the married women or eyos. Besides vermilion 

in hair partition, conch shell bangles, coral bangle (nowadays plastic red bangles are used 

instead of coral), and iron bangle are the symbols of married women. One married 

woman makes the bride wear the conch shell bangles and coral bangles, while her 

mother-in-law makes her wear the iron bangle. All these symbols are put on the bride 

ceremoniously directly or indirectly by married women. There is no role of priest in this. 

These symbols are local to this region and differ from the rest of India. Iron bangle is also 

considered as a symbol of marriage by certain indigenous group residing in Bengal. In 

the Lodha custom, the bridegroom makes the bride wear an iron bangle (Kundu,2005:90). 

Similarly the application of turmeric paste on both the bride and the bridegroom is also 

a ritual that is followed in West Bengal, irrespective of caste, religion and ethnicity. The 

application of turmeric and vermilion are attributed to the pre-Aryan culture according 

to some scholars (Das, 1953:2). 

Two separate areas are assigned for performing the priestly and the non-priestly rituals. 

Most of the priestly rituals like the kuśanḍikā, saptapadi ̄, lājhoma, śilārohaṇ are done in the 

presence of fire.  Fire is considered auspicious in Vedic rituals. But in the non-priestly 
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rituals of Bengal, water has an important role in all the rituals instead of fire, like the 

invitation of Ganga, collecting water ceremoniously from local water-body, collecting 

sohāg jol, ritual of sohāg māpā, floating of sponge-wood from the cap of the bridegroom 

and the crown of the bride, circumambulation of the artificial pond, playing cowry in the 

pond and jumping over the pond by the bridegroom carrying the bride. Water is 

considered as a purifying agent in Hinduism. The undivided Bengal is a land of rivers. 

The southern part of this landmass has the world’s largest delta. So plenty of water-

bodies, marshy land and wetlands are common features of this region. Bengal is rich in 

agriculture because of its fertile land. Bengal was also well-known for its participation in 

maritime activities from the early historic period. The Gange port, identified with the 

archaeological site of Chandraketugarh, is mentioned in both Periplus and Ptolemy’s 

Geography (Chakravarti,2010:204). Another important ancient port, Tāmralipta (modern 

Tamluk in West Bengal) was also mentioned by both Pliny and Ptolemy. In the early 

medieval period, a port referred as Samundar by Arab travellers and Sudkawan by Ibn 

Baṭṭuta had become very important in the maritime activities (Chakravarti,2010:333). This 

port is located near Chittagong of present Bangladesh. Both agriculture and maritime 

activities have one thing in common, that is water. Thus water forms an important aspect 

of sustenance in Bengal, and thus its importance is acknowledged in the simple ritualistic 

life of the Bengali people. In colloquial Bengali, water is called ‘ji ̄ban’ or life. 

 There is also a clear difference of attitude in the priestly ritual and the non-priestly ritual 

towards the bride and the bridegroom. The priestly rituals are mainly andocentric. In the 

priestly ritual, we find the utterance of the mantra, mainly by the male members like the 

father of the bride and the bridegroom. These mantras are in Sanskrit, and in most cases 

the persons who are uttering these have no knowledge of the language, and thus they are 

unaware of their significances. These rituals are a reflection of the patriarchal society, 

where the father of the bride has to touch the feet of the bridegroom before offering him 

his daughter. According to Sukumari Bhattacharjee (2010: 23-25), these rituals somewhat 
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undermine the position of the bride. In the sampradāna ritual, she is treated like an object 

to be given away (Bhattacharjee, 2010: 24). The bridegroom utters mantra to purify the 

body of the bride in front of the fire (Bhattacharjee, 2010: 23). The mantras uttered by the 

bridegroom while the bride stands on the stone is to make her still as stone so that she 

remain unaffected by family trouble in her in-law’s house. However, the non-priestly 

rituals are performed in colloquial language and the couple participate actively in them. 

Thus they are treated as equals in these rituals. In early days polygamy was prevalent in 

Bengal. The non-priestly rituals are mainly magical in nature and are performed to keep 

the bridegroom affectionate to his wife. 

Conclusion 

   The female rituals are a reflection of the indigenous customs of the different regions of 

undivided Bengal. One interesting thing is the involvement of marginalized communities 

in these marriage rituals, like the barber and the washer-man, both belonging to the lower 

castes. The dominance of women folk, especially married women is an interesting thing. 

Though male members like barber, washer-man, and sometimes bride’s father or brother 

are seen participating in these rituals. But their role is that of a performer. They perform 

these rituals under the supervision of married women, who are the initiators. It should 

be remembered in this context that Indian society is patriarchal in nature, where women 

are barred from uttering mantras or performing any religious ritual, which are performed 

strictly by the males. Till, the nineteenth century women were not allowed to get 

education and they lived a somewhat secluded life. This attitude towards women is very 

much reflected in the priestly rituals connected with marriage. The above discussions 

show that the priestly ritual is not a part of Bengali culture, because these are performed 

in separate areas and sometimes outside the house. The language used is Sanskrit and 

not colloquial.  Whereas, śtri ̄- ācār are performed in colloquial language. So there may be 

a possibility that the whole marriage rituals are performed by married women in earlier 

Bengal with local customs and the priestly rituals are later incorporated into the system 
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when Bengal came under the influence of Vedic culture. Marriage was done to increase 

the progeny, so most of the rituals connected with this are related to fertility. The customs 

are simple and the botanical objects involved in the rituals have medicinal values 

connected with female diseases and fertility. Their inclusion in marriage rituals make 

them sacred. Thus their preservation becomes a necessity for the community. The simple 

female rituals are perhaps the oldest marriage rituals of Bengal, performed in close 

proximity with environment strictly by married women.   
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